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1 Introduction

Several recent papers study the wide-spread empirical success of the Fama and French (hereafter
FF) (1992; 1993) model and report evidence that the book-to-market (HML) and size (SMB) factors
are associated with economic fundamentals likely to characterize the investment opportunity set, as
defined in Merton’s (1973) or Campbell’s (1993) ICAPM (see, e.g., Brennan et al., 2004; Fama, 1998,
1996). Economic factors found to be related to HML and/or SMB include innovations in economic
growth expectations (Kelly, 2004; Vassalou, 2003; Liew and Vassalou, 2000), default risk (Hahn and
Lee, 2005; Petkova, 2005; Vassalou and Xing, 2004; He and Ng, 1994), the term structure of risk—free
interest rates (Hahn and Lee, 2005; Petkova, 2005), and inflation (Kelly, 2004). Chen (1991) shows
that these economic fundamentals can be interpreted as state variables, since they predict current and
future consumption at various horizons.

We extend this prior literature in five main ways. First, we consider the possibility that characteristic—
based factors capture information on a broader set of macroeconomic fundamentals than has been ex-
amined in earlier research. To this end, we estimate multivariate GMM models relating characteristic—
based portfolio returns to macroeconomic fundamentals. The multivariate models help clarifying the
fundamental roles played by correlated macroeconomic factors examined in prior research, as well as
assessing the role of other factors. Second, we include the momentum factor (WML) as proposed by
Carhart (hereafter C) (1997) and its underlying benchmark portfolios in our analysis, in addition to
SMB and HML (and their underlying benchmark portfolios). The prior literature does not contain
evidence that WML serves as a proxy for fundamental state variable(s) (or risk factors).! Third,
we identify the incremental information contained in the market portfolio, after controlling for the
selected macroeconomic fundamentals. This is important given the role of the market portfolio in
the FF model. Fourth, we estimate the risk premia associated with the macroeconomic fundamen-
tals, using both unconditional and conditional pricing tests. Fifth, we assess the pricing ability of a
macroeconomic factor (hereafter MF) model relative to the FF and C models.

Our results suggest that the stock characteristics underlying the FF model and the C model are

!Prior research suggests that the association between realized returns and momentum most likely reflects
market microstructure-related effects (Da and Gao, 2005) or market irrationality and investors’ behavioral
biases (Daniel and Titman, 2004; Daniel et al., 1998).



associated with strong (almost monotonic) cross—sectional differences in exposures to five of the six
macroeconomic state variables included in our model. While we can confirm most of the associations
reported in prior research, we also find some evidence counter that presented in previous studies, and
we identify new effects of macroeconomic state variable proxies. In particular, book—to—market is
associated with variation in exposures to changes in economic growth expectations, consistent with
Vassalou (2003) and Liew and Vassalou (2000), and with variation in exposures to the term structure
slope, in line with the findings in Hahn and Lee (2005) and Petkova (2005). This is despite changes in
economic growth expectations and term structure slope being relatively highly correlated. However,
contrary to Petkova (2005), we find that the inclusion of the term structure slope does not render
the association between book—to—market and exposure to changes in economic growth expectations
insignificant. In addition, we also obtain new evidence showing that book-to—market is associated
with unexpected inflation and innovations in the U.S. dollar exchange rate. With regard to firm size,
we find that market capitalization is negatively associated with exposures to changes in the survival
probability, consistent with Hahn and Lee (2005) and Petkova (2005). Nevertheless, we also document
differences in the exposures of size—sorted portfolios to innovations in the level and slope of the term
structure, and the exchange rate. Finally and importantly, previous research has not established links
between momentum—sorted portfolios and macroeconomic exposures. Here, our analysis reveals that
momentum—sorted portfolios have very different exposures to both changes in the aggregate survival
probability and changes in the slope of the term structure of risk—free interest rates.

Similar to Fama and French (1993) and Carhart (1997), we also construct factor-mimicking port-
folios from the benchmark portfolios based on the three stock characteristics. Our analysis confirms
that the mimicking portfolios constructed from benchmark portfolios two—way sorted on book—to—
market and market capitalization (HML and SMB) and benchmark portfolios three-way sorted on
book—to—market, market capitalization, and momentum (HML, SMB, and WML) are strongly related
to the macroeconomic state variables. This leads us to extend the prior literature in two ways. First,
we use unconditional and conditional asset pricing tests based on characteristic—sorted portfolios to
examine whether the broad set of macroeconomic factors in our model are associated with significant
risk premia. We find that shocks to investors’ economic growth expectations, unexpected inflation,

(weakly) the aggregate survival probability, the slope of the term structure, and changes in the U.S.
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composite exchange rate are priced. We thus find weak evidence of a default risk premium, in contrast
to Hahn and Lee (2005) and Petkova (2005), who find no evidence of a risk premium associated with
this factor using different instruments to proxy for default risk.

Second, we employ model specification and comparison tests in order to investigate the extent to
which the FF model and the C model capture information on macroeconomic state variables. This
analysis provides insights how well book—to—market, market capitalization, and momentum effectively
summarize exposures to macroeconomic fundamentals that are difficult to estimate directly at the
stock level. Using unconditional tests, the FF and C models display almost identical ability as the MF
model in pricing benchmark portfolios sorted on book—to—market and market capitalization. While the
MF model is dominated by the C model in pricing benchmark portfolios sorted on book—to-market,
market capitalization and momentum, it clearly outperforms the FF model on these test assets. These
results suggest that the FF model does a good job at capturing the macroeconomic factors included
in our model, but also that momentum may well proxy for as yet unidentified macroeconomic state
variables, in addition to capturing information about changes in the aggregate survival probability and
the slope of the term structure. Using conditional tests, we find strong evidence that the MF model
markedly outperforms the FF and C models. This is important, as it indicates that the pricing
performance of the MF model is more stable when alternative test assets are considered.

The remainder of the paper is organized as follows. In Section 2, we review the related literature
and provide the motivation for our research. In Section 3, we describe our research design in terms
of methodology and data, while Section 4 presents the results with regards to the estimated risk
exposures, risk premia and model specification tests for conditional and unconditional settings. Finally,

Section 5 concludes.

2 Prior literature

2.1 Asset pricing and macroeconomic pricing factors

Chan et al. (1985), Chen et al. (1986), and others? document that innovations in macroeconomic

2He and Ng (1994), McElroy and Burmeister (1988), Shanken and Weinstein (1987), Burmeister and Wall
(1985) and McElroy and Burmeister (1985) further examine the relation between macroeconomic factors and
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fundamentals can explain expected stock returns. However, until relatively recently, the possibility of
cross—sectional patterns in exposures to macroeconomic pricing factors has not been explicitly consid-
ered. One reason for this is probably the difficulties associated in identifying proxies for macroeconomic
risk factor exposures at the stock level. However, interest in this issue has been stimulated by attempts
to develop economic explanations for the associations between the FF factors (HML and SMB) and
expected stock returns. In particular, Liew and Vassalou (2000) were the first to suggest that HML
and SMB contain information useful in predicting future GDP growth. Several recent papers have re-
ported complementary results, either taking macroeconomic variables as the object of forecasting (see,
e.g., Kelly, 2004), or in direct asset pricing tests based on macroeconomic factor-based risk models
(see, e.g., Petkova, 2005).

Table 1 summarizes the main findings from asset pricing studies relating HML and SMB to a range
of potential state variables, including innovations in GDP (industrial production) growth, unexpected
inflation, the level and the slope of the term structure, default risk or the aggregate survival probability,

and the dividend yield. The current consensus in the literature is that:

1. Evidence from predictive studies suggests that HML captures information relevant in predicting
economic growth, while SMB is associated with innovations in economic growth expectations
and inflation (Kelly, 2004; Liew and Vassalou, 2000). Even though the relevance of these factors
has not been tested in an asset pricing framework, these studies (like earlier work by Chan
et al. (1985), etc.) imply that innovations in growth expectations and inflation might usefully

be considered for inclusion in a macroeconomic factor model.

2. When stock returns are modelled as a function of term structure innovations, the coefficients
on innovations in the slope of the term structure increase across portfolios sorted on book—to—
market, but not across portfolios sorted on market capitalization. Consistent with these findings,
there is a significant positive association between innovations in the slope of the term structure
and HML, but not SMB. Thus, HML serves as a proxy for interest rate term structure slope

risk (Petkova, 2005; Hahn and Lee, 2005).

expected returns for the U.S. market; Hamao (1988) focuses on the Japanese market, and Poon and Taylor
(1991) on the U.K. market.



3. When stock returns are modelled as a function of innovations in default risk, coefficients increase
across portfolios sorted on size, but no association is found for portfolios sorted on book—to—
market. Accordingly, the empirical findings reveal a significant negative association between
innovations in the aggregate default probability and SMB, but not HML. Thus, SMB serves as a
proxy for default risk (Petkova, 2005; Hahn and Lee, 2005; He and Ng, 1994; Chen et al., 1986;

Chan et al., 1985).

4. Hahn and Lee (2005) and Petkova (2005) find a strongly significant risk premium on the slope
of the term structure, but conclude that innovations in default risk are not associated with a
significant risk premium. Vassalou (2003) reveals weak evidence that GDP growth risk is priced,

i.e. the estimated risk premium is significant at the 10% significance level.

Table 1 indicates that individual studies in the prior literature relating SMB and HML to macro-
economic fundamentals have generally focused on quite limited sets of state variables. Factors found
to have significant explanatory power for stock returns in other studies, such as changes in the ex-
change rate (Vassalou, 2000; Jorion, 1991) and the oil price (Panetta, 2002; Chen et al., 1986), have
not been considered as possible correlates of SMB and HML. Therefore, we expand the set of macro-
economic state variables analyzed to include these variables. Moreover, Table 1 also reveals that the
prior literature focuses on only partially overlapping sets of macroeconomic state variables. This is
not a problem if the state variables included in different studies are uncorrelated. However, when the
state variables studied are correlated, as indeed we show to be the case, the significance of included
macroeconomic instruments as fundamental risk factors will be ambiguous and estimated beta risk
exposures will potentially be biased, because of a correlated omitted variable problem. For example,
if changes in GDP growth expectations are negatively correlated with changes in the level of interest
rates, we cannot necessarily conclude that both GDP growth risk and term structure risk are relevant
state variables, unless both are included in the same model and found to be significant in explaining
expected returns. Table 1 is especially striking in revealing that no single study examines economic
growth and inflation risk jointly with term structure and default risk, despite the likelihood that these
factors are correlated. Our model addresses the possibility that macroeconomic factors serve as proxies

for correlated omitted variables.



Several prior studies have also included the market portfolio as an additional pricing factor along-
side macroeconomic factors. The market portfolio appears in the ICAPM to reward investors for
bearing return variation unexplained by the state variables, i.e. the part of the market portfolio le-
gitimately treated as a separate state variable is the variation in the market portfolio not explained
by the other state variables (Fama, 1996, p. 460). Since the market portfolio is, however, itself an
asset, a significant component of its return can be explained by variation in macroeconomic pricing
factors. As a result, if the return on the market portfolio is treated as exogenous, its inclusion in a
model might mask significant associations between the attribute—sorted portfolio returns (or FF factor
returns) and the fundamental macroeconomic state variables. In this study, we therefore treat the
return on the market portfolio as endogenous and focus on the component uncorrelated with included
macroeconomic state variables. In the cross—sectional tests, we add an orthogonalized stock market
index to the macroeconomic state variables, in order to account for the component of expected returns

related to bearing return variation unexplained by the included state variables.

2.2 Risk factor exposures and stock characteristics

Valuation theory provides a framework suggesting why some stock—level characteristics should capture
cross—sectional variation in exposures to common risk factors. Rubinstein (1976) shows that in a no—
arbitrage economy, the equity value of a firm can be written as the present value of expected future
dividends under the risk—adjusted probability measure, discounted using the term structure of risk—free

interest rates:

- | ER(d)
M‘/O o ; (1 + Tt)t (1)

where MV} is the current market value of the firm, d; is the dividend flow at time ¢ under the risk—
adjusted probability measure @, and ry is the t—period spot interest rate at time 0. Given (1), changes
in market value (returns) are related to changes in expected future dividends, in the stochastic discount
factor underlying Eg? , and in the term structure of risk—free interest rates.

Since changes in book value are (approximately) equal to earnings less dividends paid, we can

replace dividends and rewrite valuation expression (1) as the sum of book value and discounted residual



income (see, e.g., Ohlson, 1995; Lee et al., 1999):

EQ(RI)

MV():BO+2 03

t=1

, (2)

where By is the book value of equity at time 0, and RI; is residual income and equals net income
minus a cost of capital charge based on beginning—of—period book value of equity. Note that residual
income can be interpreted as a measure of excess profitability.

Valuation expression (2) indicates that the difference between the market value of equity and the
book value of equity equals the discounted present value of risk—adjusted expected residual income.
Moreover, we also see that changes in market value are related to changes in book value (i.e., current
period earnings less dividends), in expected future residual income, in the stochastic discount factor
underlying EQ, and in the term structure of risk—free interest rates.

In turn, valuation expression (2) may be rewritten in terms of the risk-neutral present value of

expected future residual income and the price of risk:

MV = By + ; [M] — PRy, (3)

The price of risk (PR) in equation (3) depends on the covariances between priced fundamental risk
factors and future residual income (Feltham and Ohlson, 1999). The second term on the right—hand
side of (3) captures expected future growth in residual income. Holding future growth expectations

and the price of risk constant, we expect market value to be sensitive to innovations in the term

EO(RIt)]
(14re)?

structure through the denominator in the second term in expression (3). The higher > /2, {
is in relation to By, the greater the stock’s term structure risk exposure. Because this second term is
the present value of multi—period residual income flows, interest rate risk exposure also depends on
the timing of the expected residual income flows and this term determines equity duration (Dechow
et al., 2004; Leibowitz and Kogelman, 1993; Leibowitz, 1986; Lanstein and Sharpe, 1978).

Valuation expression (3) also helps us understand why fundamental macroeconomic factors beyond
term structure changes might constitute sources of risk for equities. The third term on the right hand

side of the equation is the uncertain component of the investment opportunity set and its value depends



on beliefs concerning realizations of future cash flows (and hence future earnings and residual income
realizations). In turn, these beliefs will be conditioned on observable macroeconomic state variables
that are informative about systematic components of future cash flow realizations. From expression

(3), the price of risk as a proportion of market value is given by:

00 E (RIt)
PRy  Bp n P e [(10+rt)t}
MV, MV, MV,

-1 (4)

Expressions (3) and (4) imply that book—to—market is negatively associated with future profitability
(growth) and positively associated with the price of risk. Thus, we expect book-to-market to capture
information on exposures to fundamental risk factors. However, expression (4) also suggests why
book—to—-market cannot be fully informative about the price of risk and why variables, such as market
capitalization and stock momentum, might also capture information about risk. If the second term
on the right-hand side of (4) is not a constant, then any variable correlated with this term (and, in
general, correlated with future residual income expectations) can play a role in identifying the price

of risk and hence ultimately the cost of equity.?

3 Research design

3.1 Methodology

Our main objective is to assess the pricing ability of the FF model and the C model relative to the
macroeconomic factor (MF) model that is based on pricing factors suggested by the prior macro-

economic asset pricing literature.* Our MF model is based on the following linear relation between

3Note that our reasoning is consistent with Campbell and Vuolteenaho (2004), who also argue that exposure
to numerator (cash flow) and denominator (discount rate) shocks should command different risk premia.
“In its time-series representation, the FF (C) model can be stated as follows:

R 4, = Bop + BipRMy_1,4 + BopSMBy_1 4 + Bap HM Ly 4 (+Bsp WMLy 1) + €411, (5)

where RE. 1,tp Tepresents a test asset’s return in excess of the risk-—free rate, RM;_; stands for the return on
a value-weighted stock market index minus the risk—{free rate, SM B;_; ; for the return on a zero investment
portfolio long on large and short on small market capitalization stocks, and HML;_;; for the return on a
zero investment portfolio long on high and short on low book—to—market ratio stocks. The C model adds to
the former pricing factors the return on a zero investment portfolio long on winner and short on loser stocks,

denoted here by WML;_ ;.



realized excess test asset returns and macroeconomic pricing factors:

R{E_Ltp = Bop + BipMY Py yy12 + BopUli_14 + B3pDSVi_14 + BapATSi—14 (6)

+0B5pST'St—14 + BepF Xi—1,4 + BrpOILy 14 + €1-1,1ps

where MY P, ;112 is the change in expectations of one year ahead industrial production growth over
month ¢, Ul;_1; is unexpected inflation in month ¢, DSV;_1; is the change in the aggregate survival
probability in month ¢, AT'S;_1; and ST'S;_1; are changes over month ¢ in, respectively, the average
level and the slope of the term structure. F'X; 1, is the change in a multilateral U.S. dollar exchange
rate and OIL;_1; represents the change in a raw materials price index (largely comprising oil and
petroleum derivatives). This model nests the majority of the asset pricing models used in prior studies
described in Table 1, and it includes additional factors such as exchange rate risk and oil price risk
identified by Panetta (2002), Vassalou (2000), De Santis and Gérard (1998), Dumas and Solnik (1995),
Jorion (1991), and Chen et al. (1986). An augmented version of this model, which we call augmented
macroeconomic factor (AMF) model, also includes the orthogonalized excess market return, RM;" ; ,,
to address the point raised by Fama (1996). We orthogonalize the excess market return by regressing
it on our set of state variables, and we then use the residual from this regression as RM;" ; ;.

Next, we use cross—sectional tests to check whether the spreads in risk exposures translate into
statistically significant MF factor risk premia. More importantly, we also wish to compare the pricing
performance of the FF model, the C model, and the MF model. To achieve these objectives, we study
the asset pricing models in stochastic discount factor language. As test assets, we use both two—way
(5x5) and three-way (4x4x4) sorted portfolios based on firm fundamentals (book-to-market, size and

momentum). The stochastic discount factor representation is:

Py = Ei(miaRE ) (7)

where p; ,, is the market price of portfolio p at time ¢ (zero in the case of excess returns), E(.) is the
expectation operator conditional on time ¢ information, m;y1 is the linear stochastic discount factor

at time t+1, i.e. my1 = 1=V f;11, where f;11 are the pricing factors used in the different models, and



Rﬂl’p represents the excess returns of portfolio p at time ¢+1. Equation (7) can be rearranged to give
the prices of factor risk. The statistical significance of the factor risk premia can be easily assessed
using the delta—method (see Cochrane, 2001).

We also follow Cochrane (1996), Hodrick and Zhang (2001) and other recent studies and assess
the pricing ability of the models on conditional assets, i.e. on test assets with time—varying weights
equivalent to dynamic trading strategies. In particular, we multiply the three—way sorted benchmark
portfolios by a set of economy—wide lagged instruments, including the dividend yield on the S&P500
index, the default yield spread, and the government bond term spread, and then repeat the cross—
sectional tests. To avoid an excessive number of test assets, we use (2x2x2) three-way sorted portfolios
as test assets in this exercise. Note that the instrumental variables are lagged by two periods to avoid
overlap with the test portfolios. In the final section of the paper, we also scale the pricing factors by
the dividend yield, in order to allow for dependence of the stochastic discount factor on the business

cycle (see, e.g., Fama and French, 1988).

3.2 Test assets

Our initial test assets in the time—series regressions are portfolios one-way sorted on size, prior fiscal
year book—to—market, and momentum. Since one—way sorted portfolios are, however, often unstable on
other firm characteristics, we also examine the associations between the risk exposures and portfolios
independently three-way sorted on book-to-market, size, and momentum.> One-way sorted portfolios
are constructed in a manner exactly analogous to Fama and French (1993). In particular, we first
obtain the size decile breakpoints for all NYSE firms as at June of year t. In the same manner, we
derive the book-to—market decile breakpoints in December of each year t—1 for all NYSE firms. In
line with Carhart (1997), in June of each year ¢t we also compute the breakpoints for the compounded
return over the prior eleven months for the same firms.® Having identified the portfolio breakpoints,
we construct value—weighted portfolios comprising all stocks within each relevant range of the sorting

variable. Portfolio composition remains fixed from July of year ¢ to June of year t+1, when portfolios

SThere is a tendency for very large firms to have low book—to-market and high momentum (and vice versa).

6Note that, in order to avoid measurement problems associated with returns, such as infrequent trading,
non—synchronous trading, and the “bid—ask” bounce, we leave a one—month gap between the computation of
momentum and the initiation of the trading strategy. This is in line with the findings of Da and Gao (2005).
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are reformed using the same algorithm.

Three—way independently sorted portfolios are formed using a similar approach and the same decile
breakpoints. However, in order to limit the number of test assets, we assign the firms to (1) eight
(2x2x2) portfolios based on the median, (2) twenty—seven (3x3x3) portfolios based on the breakpoints
for the bottom 30%, middle 40%, and top 30%, and, finally, (3) sixty—four (4x4x4) portfolios based
on the breakpoints for the bottom 20%, the two middle 30%s, and the top 20% of the ranked values.
As in Liew and Vassalou (2000), the three—way sorted benchmark factor portfolios, i.e. SMB, HML,
and WML, are created from the (3x3x3) benchmark portfolios (see Appendix A for details, including

summary statistics of these portfolios in Table Al).

3.3 Macroeconomic factors

Innovations in the macroeconomic factors included in the model are defined in ways consistent with the
prior literature. Our analysis is conducted using monthly asset return series. Therefore, we employ
industrial production data as our proxy for economic growth (MYP), since such data is reported
monthly, whereas GDP data is only reported quarterly. Directly observed expectations of industrial
production are not available. One solution would be to use future realized economic growth as a proxy
for innovation in economic growth expectations. This, however, creates an errors—in—variables problem
rendering model parameter estimates unreliable (Petkova and Zhang, 2004; Greene, 2003).” To avoid
this problem, we adopt an approach similar to Vassalou (2003) by creating a factor-mimicking portfolio
to capture the change in industrial production growth expectations over the next year. The factor
mimicking portfolio is constructed by regressing log changes in realized industrial production growth
over the next year on the excess returns of a set of base assets and a set control variables capturing
information on expected asset returns and growth (see, e.g., Lamont, 2001; Breeden et al., 1989). The
portfolio weights in the factor-mimicking portfolio correspond to the estimated parameters on the

vector of base asset returns.

"Substituting realized industrial production growth for changes in expectations into statistical model (6), we
obtain Rtb; = P1p + BopY Piyvia + BapUlL + ... + uyp, where uyy = e — Bop(Er—1(Y Pryg12) + Mt 412). Thus,
cov(Usp, Y Prt112) = cov(erp — Bop(Bi—1(Y Py py12) + Meev12), Br—1(Y Prigio) + AE1(Y Py yy12) + Ne12) =
—Bopvar(Ey—1(Y Piyt12) + Mt t+12). The unbiasedness of the OLS parameter estimates, however, depends cru-
cially on the assumption that regressors and error term are orthogonal to each other.
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While the choice of base assets should span the space of asset returns, the theoretical literature
offers little guidance on the selection of base assets. This potentially explains why previous studies

8 We include in the set of base assets the market portfolio, portfolios

use a wide variety of assets.
of long-term, intermediate-term, and short-term government bonds and a corporate bond portfolio.”?
As control variables, we employ a set of lagged instrumental variables used in prior studies to capture
time—variation in expected returns, including the risk—free rate, the difference between long—term and
short—term government bond yields, the default yield spread, the dividend yield on the S&P500 stock
index, plus one year lagged industrial production growth, inflation, and the excess market return.'©
Our model further includes a proxy for the aggregate survival probability that is derived as in
Vassalou and Xing (2004) using the contingent claims methodology of Black and Scholes (1973) and
Merton (1974). We compute unexpected inflation as actual inflation minus the predicted value from
an MA(1)-process (Fama and Gibbons, 1984).!1 We employ two proxies in order to capture term
structure risk. First, the average level of the term structure is an arithmetic mean of the monthly
change in the 3—month Treasury bill yield and the change in the 10—year Treasury bond yield. Second,
the change in the slope of the term structure is the difference between the monthly change in the
10—year Treasury bond yield and the monthly change in the 3—-month Treasury bill yield. Finally, in
order to capture risk related to unexpected changes in foreign exchange rates as well as oil and other
raw material prices, we assume that innovations in these macroeconomic variables equal the monthly

changes in the underlying time-series. We estimate the free parameters of model (6) and (7) using

Hansen (1982)’s Generalized Method of Moments (GMM). Using the GMM has the advantage that

8Vassalou (2003) reports evidence that the benchmark portfolios underlying HML and SMB contain useful
information for predicting GDP growth. However, we avoid using these benchmark portfolios, because there is
a risk of inducing a mechanical relation between HML, SMB, and WML and the growth factor. If the factor—
mimicking portfolio for the growth factor is just a linear combination of the benchmark portfolios underlying
HML, SMB and WML, we would expect that HML, SMB and WML, which are themselves linear combinations
of the benchmark portfolios, should be related to the factor mimicking portfolio return.

9We also experimented with a set of industry equity portfolios, but found that these were less powerful in
capturing changes in economic growth expectations.

10The ability of these instrumental variables to predict time—variation in expected returns has been docu-
mented by Ferson and Harvey (1991), Breen et al. (1989), Ferson (1989), Harvey (1989), Fama and French
(1989, 1988), Campbell (1987), and Keim and Stambaugh (1986). In two alternative specifications, we also
add the one-month or one—year lagged base assets’ excess returns as control variables. Results are qualitatively
similar.

"Thus, unexpected inflation is also a generated regressor. Pagan (1984), however, shows that, if the generated
regressor is the residual from a first—stage estimation, the standard errors in the second—stage estimation are
usually not biased. Petkova (2005) makes a similar point.
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we can easily correct the standard errors of both models for the additional uncertainty induced by the
generated regressor, i.e. the mimicking portfolio for changes in economic growth expectations. Details

on the implementation of the GMM methodology can be found in Appendix B.

3.4 Data and sample

We obtain the data required to form the three—way sorted benchmark portfolios and factors on size,
book—to-market, and momentum from the intersection of CRSP and COMPUSTAT. We exclude firms
with negative book values and issues other than ordinary common equity. As in Fama and French
(1993), we define the book value of a firm as the COMPUSTAT book value of stockholders’ equity,
plus balance—sheet deferred taxes and investment tax credits, minus the book—value of preferred stock,
where the value of preferred stock is either the redemption, liquidation, or par value (in this order).
The original Fama—and—French benchmark portfolios, i.e. the 25 portfolios two—way sorted on size
and book—to—market, and factors, i.e. the market portfolio, SMB, and HML, and, finally, the risk—free
rate of return are from Kenneth French’s website.!? The dividend yield on the S&P 500 index is
from Robert Shiller’s website.!®> We obtain the change in the aggregate survival probability (default
risk) from Maria Vassalou’s website.!* Yield data on the 3-month U.S. government Treasury bill,
the 10—year Treasury bond, and Aaa and Baa-rated corporate bond portfolios and the exchange
rate (in U.S. dollar per unit of foreign currency) between the U.S. dollar and a trade—weighted G10

composite currency index are from the Federal Reserve Bank’s website.!®

Return data on long—
term, intermediate—term, and 1-year U.S. government bond portfolios and the yield on 1-year U.S.
government bond notes are from Ibbotson Associates. We obtain the seasonally—adjusted levels of the

U.S. industrial production index, the consumer price index, and the HWWA index of raw material

prices from DataStream. All variables are in monthly frequency, and have non—missing data for the

12\We thank Ken French for making these variables available on his website. The website can be found at:
<http://mba.tuck.dartmouth.edu/pages/faculty /ken.french /index.html>.

13We thank Robert Shiller for making this variable available on his website. The website can be found at:
<http://www.econ.yale.edu/ shiller/index.html>

14\We thank Maria Vassalou for making this variable available on her website. The website can be found at:
< http://www-1.gsb.columbia.edu/faculty /mvassalou.html>

15 <http://www.federalreserve.gov /releases/h15/data.htm#top>
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sample period from February 1971 to December 1998.16

3.5 Summary statistics

Table 2 summarizes the OLS-regressions underlying the factor-mimicking portfolio for changes in
expectations of industrial production growth. Since monthly industrial production growth is measured
over rolling one—year windows, t—statistics are corrected for the induced moving average error in
residuals using the Newey and West (1987) correction with 1 = 11. Overall, the portfolio weights are
very similar across the three alternative specifications. The individual {—statistics and the exclusion
tests both indicate that of the base assets, the market portfolio proxy and the government bond
portfolios are significantly related to future industrial production growth, whereas the default bond
return is insignificant. While the parameter estimates on the lagged control variables are not easily
interpretable, we note that most of them are also significant. Finally, at least 6.22% of the variation in
changes in industrial production growth expectations is explained by the excess returns on the selected
base assets, which is reasonable in light of the prior literature (see Lamont, 2001). In the interests of
parsimony, for the remainder of the paper we employ the factor-mimicking portfolio specification that
excludes all lagged base assets.!”

We report summary statistics on the macroeconomic pricing factors and the one—way sorted bench-
mark portfolios in Table 3. The sample mean of the factor—-mimicking portfolio for industrial produc-
tion growth is positive with a t¢—statistic of 5.22 (not reported). This suggests that, if industrial
production growth is a factor that can explain the cross-section of asset returns, its associated risk
premium is positive (Vassalou, 2003, p. 58).18 Summary statistics on the benchmark portfolios and
factors used in the paper are provided in Table Al in the Appendix. Panel B of Table 3 indicates
that some of the macroeconomic factors are quite highly correlated. Particularly noteworthy are

the correlations between the change in industrial production growth expectations (MYP) with the

6Data on the aggregate survival probability (default risk) can only be obtained starting from February 1971.
Data on the level of the HWWA index ends in December 1998. Even if we exclude the HWWA index, we could
only lengthen our sample period by one year, since data on the aggregate survival probability ends in December
1999.

1"We obtain nearly identical results in the subsequent analysis, if we use any of the two other specifications.

18We should, however, keep in mind that this ¢-statistics is not corrected for the fact that we obtain the
weights of the factor—mimicking portfolio through a first—stage regression, and, second, that the realizations of
this portfolio also correlate with other macroeconomic fundamentals (see Panel B).
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term structure variables (ATS and STS) and with the aggregate survival probability (DSV). Growth,
term structure, and default risk factors have all been proposed in the prior literature as potential
fundamental risk factors underlying the FF model, but no prior model has considered these factors
simultaneously. Therefore, it is possible that one or more of this group of factors is simply serving as
a proxy for other factors in the group, providing a strong justification for developing a multivariate
macroeconomic factor model that can disentangle potential proxy and fundamental risk factor effects.

Table 3 also shows that the correlations between the macroeconomic pricing factors and the one—
way sorted benchmark portfolio returns are frequently high, suggesting that in a univariate setting
the pricing factors are statistically significant in explaining the time—series of portfolio returns. Note,
in particular, that generally MYP and DSV are strongly positively correlated with portfolios returns,
UI, ATS and STS are strongly negatively associated with portfolios returns, and that FX and OIL
are less strongly but negatively associated with portfolios returns. While correlations between the
macroeconomic variables and the benchmark portfolios are only univariate and thus have to be in-
terpreted with care, some interesting patterns can be observed. In particular, the relation between
DSV and portfolio returns is monotonically decreasing with both size and momentum. Similarly, not
controlling for other factors, there are negative relations between ATS and size, while STS and FX are
positively (negatively) associated with book—to—market (size). The multivariate analysis below shows,
however, that the preliminary evidence from these correlations cannot be taken at face value and may
not be a good guide to the sign of beta exposures in a multifactor model that controls for important

correlations between the included factors.

4 Results

4.1 Macroeconomic risk exposures

In order to investigate the relation between the book—to—-market, size, and momentum portfolios and
the macroeconomic fundamentals in a multivariate framework, we first perform time—series regressions
of the one-way sorted book—to—market deciles’ excess returns on the macroeconomic pricing factors

(see equation 6). The results in Panel A of Table 4 show that the adjusted R? statistics lie between
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51% and 67%, suggesting that the macroeconomic pricing factors are able to explain a substantial
proportion of the variation in the portfolios’ excess returns. Generally, results indicate that MYP,
DSV, STS and OIL play statistically important roles. However, comparisons of the risk exposures
across portfolios are the most interesting aspect of Table 4. Of the statistically significant pricing
factors, the beta estimates for MYP decline nearly monotonically with the book—to—market ratio, while
those for STS increase (become less negative) almost monotonically. At the bottom of panel A, we
report tests of differences in risk exposures across different definitions of high and low book—to—market
portfolios. These tests reveal that differences in the MYP betas are significant at the ten percent
level for comparison of the top three (five) versus bottom three (five) portfolios, while differences in
STS exposures are highly significant in all tests. While other pricing factors play a significant role in
explaining portfolio returns, we find no evidence of statistically significant differences in risk exposures
across book—to—market portfolios.

Panel B repeats the analysis for size—sorted portfolios. As in the case of the book—to—market sorted
portfolios, the MF model does a good job in explaining size-sorted portfolio returns — adjusted R?
statistics range from 61% to 71%. Results again indicate that the same factors (MYP, DSV, STS
and OIL) play statistically important roles in explaining size-sorted portfolio returns. In contrast to
the book—to—market sorted portfolios, MYP betas display, however, no pattern across portfolios, and
there is no significant difference in betas for small firm and large firms portfolios. Results for OIL are
qualitatively similar. In contrast, risk exposures to DSV decline monotonically as firm size increases,
and differences are highly statistically significant. For example, the risk exposure on the portfolio
of smallest firms is nearly three times as high as the risk exposure on the portfolio of largest firms.
Similarly, the (negative) beta for STS decreases almost monotonically as firm size increases and, again,
the differences in betas between small and large firms are significant. The results for ATS and FX
betas are more difficult to interpret. Each of these factors is insignificant in each individual portfolio
regression, but in the cases of both factors, statistical tests of differences in betas between small firm
and large firm portfolios indicate that the differences in betas are significant.

Panel C provides a comparable analysis for momentum—sorted portfolios. Explanatory power is
similar to Panels A and B and the same factors (MYP, DSV, STS and OIL) are statistically significant
for at least some of the portfolios. DSV betas decline almost monotonically with momentum, and the
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differences of coeflicients across portfolios are statistically significant. Similarly, the STS betas become
more negative as momentum increases and again differences are highly significant. There are no other
significant beta differences across momentum portfolios. Indeed, the evidence suggests that the MYP
and ATS betas have non—linear, U-shaped patterns across momentum sorted portfolios.

Overall, the results in Panels A to C of Table 4 suggest that the FF and C model factors are
derived from firm characteristics associated with large spreads in exposures to macroeconomic factors.
However, these characteristics are themselves correlated. For example, because the denominator of
book—to—market depends on market value, larger firms tend to have lower book—to—market values
(Fama and French, 1993). Similarly, momentum is correlated with firm size, because high (low) mo-
mentum firms have experienced relative stock price appreciation (decline). Since firm characteristics
are correlated, Fama and French (1993) employ two—way sorts on market value and book—to-market
in forming the benchmark portfolios used to construct benchmark factors. We follow similar proce-
dures here and create portfolios that allow one firm characteristic to vary, while holding the other
characteristics constant. Two—way sorted book—to—market and size benchmark portfolios ensure that
HML and SMB are (approximately) orthogonal. Similarly, three—way sorted book—to—market, size,
and momentum benchmark portfolios ensure that HML, SMB, and WML are (approximately) orthog-
onal. We then examine the risk exposures of these benchmark factors. The estimated betas are a
better reflection of the “true” risk exposures associated with the characteristics.

Panel D of Table 4 reports the risk exposures of our three—way sorted benchmark portfolios and
the derived factor portfolios. In the vast majority of cases, the risk exposures are consistent with
findings in Panels A—C, but generally the picture that emerges is sharper. There are some important
differences between our results and those obtained from less comprehensive macroeconomic factor
models in the prior literature.!”

Consistent with Panel A of Table 4, HML is significantly negatively related to MYP, confirming
that growth stocks have higher exposure to economic growth risk than value stocks (see Section 2.2).
We also find some evidence of HML exposure to other factors that does not show up in the one—

way sorted book—to—market portfolios, i.e. HML is weakly positively associated with Ul and weakly

YFor comparative purposes, we also analyze the Fama and French (1993) benchmark factors and find that
the beta estimates from using the original Fama and French (1993) benchmark factors based on two—way sorts
do not differ dramatically from the parameter estimates obtained from our benchmark factors.
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negatively associated with ATS (both at the 10 percent significance level). It is interesting to compare
these results with prior research. First, the negative beta on MYP is especially noteworthy. This
result contrasts with Liew and Vassalou (2000) and Kelly (2004). Using research designs with reversed
causality and only the market portfolio as additional factor, they report that future GDP growth is
positively related to HML. We believe that this result arises, because these studies do not control
for simultaneous term structure innovations which are highly correlated with MYP (see Table 3).20
Consistent with this explanation, when we drop the term structure variables from our set of pricing
factors (and control for the excess market return — as they do), we obtain a positive and significant
association. While the HML beta on ATS is only weakly significant, the beta on STS is positive and
significant, reflecting the higher negative exposure of growth stocks to changes in the slope of the term
structure, as predicted in Section 2.2. Similar results for term structure innovations are reported by
Petkova (2005), although she does not control for innovations in economic growth expectations.

It is also interesting to note that while all but one benchmark portfolio have significant betas on
DSV, the DSV beta for HML is insignificant. In other words, after controlling for other macroeconomic
factors, HML is not directly associated with default risk. This finding corroborates results in Hahn and
Lee (2005), who control only for term structure slope risk, but it is contrary to conjectures in Fama
and French (1996) and is inconsistent with Vassalou and Xing (2004), who show that in a bivariate
regression HML is negatively associated with DSV. However, Vassalou and Xing (2004) do not control
for simultaneous innovations in other macroeconomic factors. Table 3 indicates that MYP is positively
correlated with DSV. When we drop MYP from our model, the coefficient on DSV becomes negative
and significant, with a t-statistic slightly above 2, which is consistent with Vassalou and Xing (2004).

The results for the SMB benchmark factor regression in Panel D of Table 4 also contain interesting
insights to the multivariate relation between SMB and the macroeconomic factors. Generally, the
same factors for which the one—way size—sorted portfolios display spreads in betas in Panel B are
also significantly associated with SMB, i.e. DSV, ATS, STS and FX, and the signs of the betas are

t.21

consisten The finding that SMB is positively related to DSV is consistent with small capitalization

20Gpecifically, the correlation of MYP with ATS is -0.659 and with STS is 0.432.

2INote that SMB is based on a hedge portfolios comprising long positions in small stocks and short positions
in big stocks, whereas the differences in betas tested in Table 4, Panel B relate to the differences between big
stock betas (e.g., portfolio 10) and small stocks (e.g., portfolio 1).
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stocks having higher exposure to default risk, as conjectured by Fama and French (1996) and consistent
with the univariate regression results in Vassalou and Xing (2004) and findings in Hahn and Lee (2005),
who control only for changes in the term spread (equivalent to our STS variable). Thus, we are able
to confirm that the association between SMB and changes in default risk reported in prior research is
robust to inclusion of other correlated macroeconomic factors. In other words, default risk appears to
be a fundamental factor underlying SMB and not a proxy for another factor.

The significance of the ATS and STS betas in the SMB regression indicates that small firm returns
are more sensitive to interest rate changes than large firm returns.?? This result contrasts with Petkova
(2005), who finds that betas on innovations in the term structure level and slope are not significantly
related to SMB. Note, however, that Petkova (2005) does not include MYP (or an alternative economic
growth proxy) in the set of macroeconomic factors. If we make our model specification more similar
to Petkova (2005), i.e. if we exclude MYP, yet include RM, then we also no longer find evidence that
SMB captures term structure effects. The final noteworthy result from the SMB regression is the
significance of the FX beta. Again, consistent with the size—sorted portfolio results in Panel B, the
individual FX betas on the benchmark portfolios are only in one case marginally significant. Since
the small and large market capitalization portfolios, however, exhibit opposite signs on the FX betas,
we still find a strongly significant relationship between FX and SMB.

The WML regression contains further new evidence to the literature. It shows that the momentum
factor is strongly negatively associated with changes in the aggregate survival probability (DSV) (¢-
statistic = 3.54) and with changes in the slope of the term structure (STS) (¢-statistic = 3.04). Other
macroeconomic factors are not significantly related to the momentum factor. As for book-to-market
and size portfolios, results are consistent with the analysis of one—way sorted momentum portfolios in
Panel C.

Overall, our findings provide convincing evidence that there are large spreads in the exposures on
our macroeconomic factors across the one—way sorted firm characteristic portfolios, and also that these
spreads are reflected in the benchmark factors of the FF and C models. It thus seems that the book—

to—market, market capitalization, and momentum characteristics are parsimonious summary measures

22Notice that the ATS beta is positive (but not significantly different from zero) for all benchmark portfolios,
i.e. controlling for other factors, an increase in the level of interest rates is associated with positive stock returns.
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of exposures to macroeconomic risk factors, which would be difficult to estimate directly at the firm
level. The results also suggest that the FF and C models capture information on the macroeconomic
risk factors in our model. We consider whether the FF and C models capture additional information
beyond the MF model factors, or vice versa, in Section 4.4.

We also obtain evidence that some of the conclusions of prior research on the association between
the FF factors and our macroeconomic factors are sensitive to the specification of the model tested.
In three cases, our results show that the sign of beta estimates can be reversed or that previously
significant associations can turn out to be indistinguishable from zero. The evidence suggests that
correlations between the macroeconomic factors account for these results. In other words, beta esti-
mates are vulnerable to specification problems of correlated omitted variables. Of course, while we
include a large set of theoretically motivated macroeconomic factors, we acknowledge that it is possible

that our own model is similarly incomplete and thus vulnerable.

4.2 Unconditional pricing ability of models

Since the identification of significant betas for macroeconomic variables does not imply that these
factors are priced, we now turn to an examination of whether the MF model factors are associated
with statistically significant risk premia in the cross—section of equity returns. We use the stochastic
discount factor/GMM methodology to examine the relative pricing performance of the MF model,
the augmented MF model (AMF) (which includes an orthogonalized market portfolio, see Section 2),
the FF and the C model (see Cochrane, 2001).22 We estimate both unconditional and conditional
versions of the pricing models. The tests are based on two sets of assets: 25 two—way sorted portfolios
based on book—to—market and size; and 60 three—way sorted portfolios based on book—to—market, size,
and momentum.?* We include results based on the smaller set of test assets to enable more direct
comparisons with prior literature. The second set of test assets is expected to yield more powerful
results, because test assets exhibit a larger spread in expected returns and because the sample size is

larger. Therefore, our discussion centers mainly on the findings for the 60 portfolios.

23This methodology enables us to easily avoid or correct ‘generated regressor’ biases, which would make the
standard errors unreliable. Appendix B contains more details on the GMM methodology.
24We lose four of the sixty—four three—way sorted portfolios due to missing data in the early sample period.
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Table 5 reports the cross—sectional pricing tests of the unconditional versions of the MF model,
the AMF model, the FF model, and the C model. Panel A examines the 25 two—way sorted test
assets, while Panel B investigates the 60 three—way sorted test assets. In both Panels, we first show
the explanatory power of the model factors for the stochastic discount factor. Significant coefficients
indicate that a factor helps to price assets given the other factors. The results below the factor loadings
are the estimated risk premia that indicate whether a factor is priced. Note that the significance of
factor loadings on the stochastic discount factor and the significance of estimated risk premia will be
consistent only if the pricing factors are orthogonal to one another (see Cochrane, 2001, pp. 260-262).
This is approximately true for the FF model and the C model, but not for the MF model. To evaluate
the performance of the individual models, we also report Hansen’s (1982) J—test and the adjusted
R-Square from a regression of expected returns on risk exposures (see Appendix B).

Results for the two versions of the MF model in Panels A and B of Table 5 indicate that the models
are relatively successful in pricing the test assets. Several macroeconomic factors load significantly on
the stochastic discount factor, estimated risk premia are strongly significant, and the J—tests fails to
reject the models at all conventional levels. Results based on the 25 benchmark portfolios indicate that
MYP, DSV, and FX are significantly associated with the stochastic discount factor. However, only
STS (at the ten percent level) and FX obtain significant risk premia. When we use the 60 benchmark
portfolios as test assets, stochastic discount factor results are qualitatively similar, with the exception
that the loading of Ul on the stochastic discount factor now turns significant. However, we find that
in addition to FX, both STS and Ul now have highly significant risk premia. The premium on MYP
is now significant at the ten percent level. Note that for the AMF model neither the loading on the
stochastic discount factor nor the risk premium on RM* are significant at conventional levels.

These results confirm and extend the recent results reported in Petkova (2005). First, Petkova
(2005) finds that, while spreads in default risk betas may be significant, default risk is not priced. Our
results based on a different default risk proxy, i.e. the change in the aggregate survival probability,
are only slightly better; the premium on DSV is close to significant at the 10 percent level. Petkova
(2005) also finds that innovations in the term structure command a significant risk premium, which
is consistent with the results for our STS variable. In contrast, while Petkova (2005) also reports

significance for innovations in the T-bill yield, the related evidence from our ATS variable does not
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support this result. Interestingly, unreported results show that the inclusion of U.S. exchange rate
risk, a factor which obtains a highly significant risk premium in our model, renders the risk premium
on ATS insignificant. Finally, Petkova (2005) shows that when a proxy for innovations in economic
growth expectations (derived using a similar tracking portfolio approach) is added to her model, the
growth proxy does not command a significant risk premium. Nevertheless, our model indicates that,
while information on MYP is contained in the term structure innovation STS (i.e. MYP and STS are
highly correlated), STS does not simply serve as a proxy for economic growth, as the risk premium
on MYP is marginally significant.

Our results extend the analysis of Petkova (2005), because our MF model spans a broader set of
macroeconomic pricing factors considered by the prior literature. Our analysis shows that inflation
innovations (UI) and exchange rate innovations (FX) are important additional pricing factors. In
particular, if we jointly drop these two factors from the macroeconomic pricing model, we observe
sharp increases (decreases) in the J-test statistics (R2s) and the fit of the models worsens markedly.

In order to examine whether the FF and C models contain additional information for asset pricing
beyond the MF models, or vice versa, we first examine the relative pricing ability of these models
for our test assets. Subsequently, we examine the incremental pricing ability of the FF and C factors
beyond the MF model factors. Panel A of Table 5 shows that the FF model does a good job in pricing
the 25 benchmark portfolios. The market portfolio and HML load significantly on the stochastic
discount factor, the risk premia on the same factors are strongly significant, and the J-test fails to
reject the model at all conventional levels. Around 50% of the variation in expected returns is captured
by variation in the FF risk exposures. The FF model is slightly more successful than the MF models
based on adjusted R? statistics. Consistent with Petkova (2005) and others, SMB does not appear to
be a priced risk factor. In the tests based on the 60 benchmark portfolios, factor loadings and risk
premia are consistent with the results based on the smaller set of test assets. However, the explanatory
power of the FF model is considerably lower than for the MF models for this expanded set of test
assets.

The FF model is nested by the C model, which contains the additional pricing factor WML. This
factor ensures that the C model prices momentum—sorted portfolios more successfully. Thus, results

in Panel A and B of Table 5 indicate that the estimated risk premia of the FF factors are consistent
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with the FF model estimates, but that WML also loads significantly and commands a significant
risk premium. Based on adjusted R? statistics, the C model slightly outperforms the FF model in
pricing the 25 benchmark portfolios and dramatically outperforms the FF model in pricing the 60
benchmark portfolios. This is to be expected given that the expanded set of test assets is also sorted
on momentum. The striking increase in fit of the C model can also be seen from Figure 1, which plots

the pricing performance of all four models.

4.3 Conditional pricing ability of models

Table 6 reports the results from the cross—sectional tests of the two versions of the MF model, the
FF and the C model, using 36 conditional (managed) portfolios, i.e. the eight (2x2x2) unconditional
size, book—to—market, and momentum benchmark portfolios multiplied with in turn a vector of ones,
the dividend yield on the S&P500 index, the yield spread between Aaa and Baa-rated corporate
bond portfolios, and, finally, the yield spread between long—term and short—term government bonds,
all instruments lagged by two periods. We ensure that the scale of the individual test portfolios is
approximately equal by subtracting 0.04 from the dividend yield, and multiplying all instruments by
100 (see Cochrane, 1996, p. 588).

The MF model clearly outperforms the FF and C models in pricing the 36 conditional benchmark
portfolios. The significant loadings on the stochastic discount factor do not differ vastly from the
unconditional setting, except for UIL. Moreover, all risk premia (with the same exception as before)
remain close to the unconditional values. The larger spread in expected returns on the conditional
assets, however, strongly increases the power of the tests. We thus find now significant risk premia
on changes in economic growth expectations, the aggregate survival probability, the average level and
the slope of the term structure, and the exchange rate. All of the above provides robustness for our
previous findings. The superior fit of the MF model can also be seen in Figure 2 or from the adjusted
R? of nearly 80%. Augmenting the MF model with RM* does not lead to any improvement over the
original model.

Results for the FF and C models are in line with the unconditional tests in Table 5, insofar as

the market portfolio, HML and WML attract significant risk premia. Notwithstanding these findings,
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the FF model still prices the conditional three—way sorted portfolios far more efficiently than the
unconditional ones, i.e. around 50% of the expected return variation can be captured by the risk
exposures and the J-test fails to reject the model. The increased fit can also be seen from Figure 2.
The C model, on the other hand, shows a comparable ability to price the managed portfolios as it did
for the unconditional two—way or three—way sorted portfolios.

As a last step, we would like to allow the stochastic discount factor to depend on conditional
information, too. We thus multiply the pricing factors of each model by a vector of ones and the two—
times lagged dividend yield on the S&P500 index. We use the dividend yield as the only instrumental
variable, since its realizations can be easily interpreted in terms of business conditions. For example, as
the dividend yield is approximately equal to the level of expected returns (see Fama and French, 1988),
and high expected return levels imply depressed prices, a high dividend yield entails a recession state of
nature, and vice versa. Finally, note that after scaling the models’ pricing factors by the instrumental
variables, we can no longer compute the factor risk premia (Lettau and Ludvigson, 2001). Table 7
reports the results of the cross—sectional tests with conditional test assets and scaled pricing factors.

The results on the MF model are mixed, i.e. at the 10% significance level, UI, DSV, and FX show
time—invariant loadings on the stochastic discount factor. While MYP, ATS, and OIL do not associate
significantly with the pricing kernel, STS varies significantly with the business cycle. In particular,
when the dividend yield increases (when the economy moves into a recession), the stochastic discount
factor relates more positively with changes in the slope of the term structure. The J-test fails to
reject the model at all conventional significance levels. Our conclusions are not materially altered
if we add the orthogonalized market portfolio to the macroeconomic pricing factors. Note that the
orthogonalized market portfolio again fails to relate to the stochastic discount factor. The good fit of
the two models can be seen from Figure 3.

The loadings of the FF pricing factors on the stochastic discount factor show significant signs
of time—variation. In particular, moving into a recession state of nature, the pricing kernel relates
significantly more negatively with RM and HML, yet more positively with SMB. In contrast to our
former findings, SMB plays now a significant role in pricing the test assets. From Figure 3, we see
that the scaling of the factors has improved the performance of the FF model. Lastly, the J-test

cannot reject the model. The findings on the C model are in line with those of the FF model, yet now
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also WML shows signs of time—variation in its loading on the stochastic discount factor, i.e. when the
dividend yield increases, the stochastic discount factor associates more negatively with WML. Figure 3
indicates that the scaling of the factors also improves the fit of the C model. As before, the J-test

cannot reject the model.

4.4 Incremental pricing ability of models

In Table 8, we report comparative statistics on the asset pricing models tested in Tables 5, 6, and
7. Starting with the unconditional tests, we see that for all models, the loadings on the stochastic
discount factor of the models’ pricing factors are jointly significant. If added to the MF factors, the
risk premia on HML and SMB are still jointly significant, based on the smaller set of 25 benchmark
portfolios, yet they are not jointly significant based on the 60 benchmark portfolios. On the other
hand, if added to the MF model factors, the risk premia on HML, SMB, and WML are always jointly
significant when examining the 60 benchmark portfolios. This indicates that models containing ’asset’
pricing factors usually relate more strongly to expected returns than macroeconomic data models.
The parsimonious way in which the FF and the C model summarize macroeconomic risk factors might
well be seen as one of the major advantages of these models. Nonetheless, the HJ-distance rejects all
four models at all conventional significance levels.

Turning to the conditional models with non—scaled pricing factors, we find that the loadings on
the stochastic discount factor of all four models are again jointly strongly significant. Adding HML
and SMB to the pricing factors of the MF model, we see that the risk premia on the added spread
portfolios obtain joint significance at the 5% significance level, yet not at the 1% significance level.
If we instead add HML, SMB, and WML to the macroeconomic pricing factors, we can reject the
joint insignificance of the risk premia of these factors at all conventional levels. While the stochastic
discount factor specified by the MF model is the least far away from one true stochastic discount factor,
unfortunately, the HJ—-distance rejects again all models. The final column reports the comparative
statistics on the scaled factor models. Again, the loadings on the pricing kernel are jointly significant
for all models. Our findings furthermore show that we cannot reject time—variation in the pricing

factors of the two versions of the MF model, the FF and the C model at the 5% significance level. At
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the 1% level, however, the loadings on the stochastic discount factor of the MF model do not exhibit
significant time-variation. While scaling the pricing factors of the models by the two-times lagged
dividend yield does help to lower the HJ-distances, all of them are still strongly significant, and thus

again reject the models.

5 Conclusion

While the unconditional Fama and French (FF) and Carhart (C) model are empirical successes (Fama
and French, 2004, 1997, 1996), the economic rationales underlying SMB, HML, and WML are still
not completely resolved. As a result, this paper pursues an attempt to link the FF and C benchmark
factors to innovations in the investment opportunity set. Based on valuation theory, we conjecture that
the book—to—market, size, and momentum properties of stocks systematically reflect their exposure
to changes in investors’ economic growth expectations, unexpected inflation, the aggregate survival
probability, the term structure, the U.S. dollar exchange rate, and raw material prices. In a similar vein,
recent related work indicates that book—to-market and size are associated with changes in economic
growth expectations (Kelly, 2004; Vassalou, 2003; Liew and Vassalou, 2000), default risk (Hahn and
Lee, 2005; Petkova, 2005; He and Ng, 1994; Vassalou and Xing, 2004), the term structure of risk—free
interest rates (Hahn and Lee, 2005; Petkova, 2005), and inflation (Kelly, 2004).

We extend this literature by clarifying the fundamental roles played by the correlated macroeco-
nomic factors examined in prior research, as well as by assessing the role of other factors that have
not been related to HML and SMB. We include the momentum factor and its underlying benchmark
portfolios in our analysis, since the prior literature does not contain evidence that WML serves as
a proxy for fundamental state variable(s) (or risk factors). Moreover, we identify the incremental
information contained in the market portfolio, after controlling for the selected macroeconomic funda-
mentals. In our asset pricing tests, we estimate the risk premia associated with these macroeconomic
fundamentals, using both unconditional and conditional pricing tests, and assess the pricing ability of
a macroeconomic factor model relative to the FF and the C model.

Based on U.S. data, we find the following:

1. HML is significantly associated with with changes in economic growth expectations, unexpected
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inflation, the average level and the slope of the term structure, and — for two—way sorted bench-

mark portfolios — the exchange rate.

2. SMB picks up changes in the aggregate survival probability, the average level and the slope of

the term structure, and the exchange rate.

3. WML strongly reflects changes in the aggregate survival probability and the slope of the term

structure.

Unconditional cross—sectional tests show that shocks to investors’ economic growth expectations
(weak support), unexpected inflation, the slope of the term structure, and the U.S. dollar exchange
rate are priced. In comparison with the FF model and the C model, the MF model exhibits a nearly
identical fit for the 25 two-way sorted benchmark portfolios. While it cannot compete with the
C model on the 60 three—way sorted portfolios, the MF model clearly outperforms the FF model for
these test assets. Using conditional test portfolios, we find that the MF model is superior to both the
FF model and the C model, while the loadings on the stochastic discount factor, the risk premia, and
the significance levels do not change materially.

Our results have implications for long term investors (e.g. pension funds) seeking to hedge liabilities
with macroeconomic risk exposures through the equities markets. Our results suggest that style-based
equity investment strategies are associated with fundamentally different macroeconomic risk exposures.
If the value of an investor’s liabilities depends on the macroeconomic factors considered here, style
investing can have a dramatic impact on whether an equity portfolio provides a hedge against, or

exacerbates, such risks.
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Figure 1: These figures show the predicted versus the actual mean excess return of the 60 three-way sorted
size, book—to—market, and momentum portfolios for the macroeconomic factor model (top left), the augmented
macroeconomic factor model (top right), the 3—factor Fama and French model (bottom left), and the 4-factor
Carhart model (bottom right).
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Figure 2: These figures show the predicted versus the actual mean excess return of the 36 conditional three—
way sorted size, book—to—market, and momentum portfolios for the macroeconomic factor model (top left), the
augmented macroeconomic factor model (top right), the 3—factor Fama and French model (bottom left), and
the 4—factor Carhart model (bottom right).
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Figure 3: These figures show the predicted versus the actual mean excess return of the 36 conditional three—
way sorted size, book—to—market, and momentum portfolios for the scaled macroeconomic factor model (top
left), the scaled augmented macroeconomic factor model (top right), the scaled 3—factor Fama and French model
(bottom left), and the scaled 4-factor Carhart model (bottom right).
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Table 2: Estimation of the mimicking portfolio for industrial production growth?®

Panel A: Parameter estimates

Parms  t-statistic Parms  t-statistic Parms  t-statistic
Base assets
Market portfolio excess return (RM);—_1 ¢ 0.09 [2.60] 0.09 [2.58] -0.05 [1.25]
Baa minus Aaa (default) bond portfolio returny_1 ¢ -0.15 [1.95] -0.17 [1.93] -0.12 [1.33]
Longterm government bond excess returns_1 ¢ 0.05 [0.29] 0.11 [0.56] 0.24 [1.31]
Medium-term government bond excess returns_1 ¢ 1.30 [3.52] 1.26 [3.46] 0.99 [2.24]
1-year government bond excess return;_1 ¢ 0.01 [0.05] 0.01 [0.10] 0.04 [0.43]
Control variables
Intercept 0.05 [2.99] 0.05 [2.92] 0.06 [3.54]
RF; 1, -18.15 [7.67] -18.02 [7.49] -20.50 [7.24]
10 year minus 3 month government bond yield;—1 -0.61 [1.50] -0.57 [1.32] -0.88 [2.12]
1 year minus 3 month government bond yield;_1 1.51 [3.27] 1.33 [1.87] 1.20 [2.72]
Baa minus Aaa corporate bond yield;_1 4.47 [4.57] 4.48 [4.66] 4.76 [4.11]
Dividend yields_; 0.74 [1.00] 0.75 [0.98] 1.25 [1.76]
Production growth;_13+—1 0.07 [0.87] 0.07 [0.95] 0.05 [0.75]
Inflation; 134 1 -0.34 [1.72] -0.34 [1.71] -0.57 [2.41]
Market portfolio excess return (RM);—13,¢—1 0.11 [5.80] 0.11 [5.85] 0.02 [0.64]
1-month lagged base asset returns no yes no
1-year lagged (compounded) base asset returns no no yes
Adjusted R-Square 68.79% 68.52% 70.79%
Adjusted R-Square (base assets only) 4.98% 4.98% 4.98%
Lower bound adjusted R-Square 6.22% 6.32% 5.59%
Panel B: Exclusion tests

F-Stat p-value F-Stat p-value F-Stat p-value
All base assets 4.26 (0.00) 4.27 (0.00) 3.75 (0.00)
All base assets except the market portfolio 3.19 (0.01) 3.32 (0.01) 4.68 (0.00)
All government bond returns 3.66 (0.01) 3.80 (0.01) 4.70 (0.00)

2 The table shows the OLS—estimations of the log—change in industrial production over the next year regressed on a set of base
assets’ excess returns and a set of lagged control variables (Panel A). Our base assets consist out of the return on the market
portfolio, on a default bond portfolio, and on three government bond portfolios. All base asset returns (except the second) are in
excess of the risk—{ree rate of return. We control for the expected level of returns by including a set of lagged control variables,
such as the risk—free rate, the yield spread between long—term and short—term government bonds, the yield spread between
one—year and short-term government bonds, the yield spread between Baa-rated and Aaa-rated corporate bonds, and the
dividend yield on the S&P500. We also include industrial production growth, inflation, and excess market returns compounded
over the last year. The specifications in column (2) and (3) add to the former variables the one—month or one-year lagged
base assets’ excess returns. Since realized industrial production growth has an overlap with its lagged value of eleven months,
we correct for heteroskedasticity and autocorrelation using the Newey and West (1987) correction with 1 = 11. To measure
how well the set of base assets captures changes in industrial production over the next year, we compute the adjusted R2s for
all three specifications with and without control variables. The lower-bound adjusted R%s from the regression of changes in
industrial production growth expectations on unexpected stock returns is computed according to Lamont (2001). In particular,
we first regress realized industrial production growth onto our control variables. Subsequently, we regress the mimicking portfolio
return onto our control variables. Finally, regressing the residuals from the former regression onto the residuals from the latter
regression we obtain the lower-bound adjusted R2. The F-statistics in Panel B test the hypothesis that a subset of the parameter
estimates is zero. The sample period extends from February 1971 to December 1998.
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Table 3: Summary statistics and cross—correlations®

Panel A: Summary statistics

Mean Median  StDev Min Max

Variable symbol (x10%)  (x10%)  (x10%) Skew Kurt (x10%) (x10%)
MYP 1.83 1.64 6.84 0.59 8.09 -26.44 40.66
Ul -0.04 -0.08 2.23 0.30 8.35 -9.76 13.61
DSV 0.00 0.22 10.19 0.12 15.99 -58.17 61.01
ATS -0.02 0.10 454 -0.98 10.62 -28.65 18.00
STS -0.05 -0.30 4.91 0.91 8.57 -18.30 26.40
FX -0.77 -0.30 22.25 -0.20 4.06 -85.80 60.00
OIL 0.78 0.64 13.76 1.20 10.17  -46.16 80.50
Panel B: Correlations

HML SMB WML RM MYP Ul DSV ATS STS FX OIL
MYP -0.16 0.16 -0.08 0.65
Ul 0.16 -0.13 0.03 -0.23 -0.21
DSV -0.20 0.44 -0.28 0.57 0.32 -0.22
ATS -0.09 0.10 0.04 -0.18 -0.66 0.15 0.02
STS 0.22 0.07 -0.19 -0.12 0.43 -0.02 -0.05 -0.50
FX 0.07 0.09 -0.02 -0.07 -0.10 0.02 -0.04 0.11  -0.06
OIL 0.04 0.03 -0.05 -0.11 -0.04 0.25 0.03 0.07 0.03 -0.14
BM decile 1 (low) -0.59 0.15 0.11 0.93 0.57 -0.23 0.50 -0.12 -0.20 -0.10 -0.12
BM decile 2 -0.48 0.20 0.05 0.97 0.63 -0.24 0.55 -0.17 -0.11 -0.08 -0.13
BM decile 3 -0.40 0.21 0.02 0.96 0.63 -0.23 0.57 -0.17 -0.11 -0.06 -0.11
BM decile 4 -0.31 0.21 -0.01 0.94 0.59 -0.20 0.54 -0.17 -0.07 -0.06 -0.07
BM decile 5 -0.30 0.17 0.07 0.94 0.58 -0.18 0.48 -0.16 -0.11 -0.06 -0.05
BM decile 6 -0.21 0.21 -0.04 0.93 0.61 -0.19 0.54 -0.19 -0.08 -0.09 -0.07
BM decile 7 -0.14 0.19 -0.12 0.90 0.62 -0.24 0.53 -0.25 -0.02 -0.04 -0.11
BM decile 8 -0.11 0.25 -0.12 0.91 0.63 -0.19 0.58 -0.20 -0.02 -0.04 -0.09
BM decile 9 -0.05 0.28 -0.12 0.88 0.59 -0.19 0.55 -0.17 -0.03 -0.03 -0.13
BM decile 10 (high) -0.02 0.39 -0.10 0.84 0.57 -0.20 0.56 -0.13 -0.01 -0.04 -0.07
Size decile 1 (small) -0.24 0.70 -0.14 0.80 0.53 -0.22 0.67 -0.06 -0.02 0.00 -0.06
Size decile 2 -0.30 0.62 -0.10 0.87 0.59 -0.25 0.67 -0.12 -0.02 -0.02 -0.09
Size decile 3 -0.33 0.57 -0.09 0.90 0.60 -0.24 0.65 -0.13 -0.04 -0.03 -0.08
Size decile 4 -0.34 0.54 -0.07 0.91 0.61 -0.25 0.64 -0.15 -0.03 -0.04 -0.09
Size decile 5 -0.34 0.49 -0.06 0.92 0.62 -0.26 0.63 -0.15 -0.03 -0.03 -0.11
Size decile 6 -0.34 0.44 -0.05 0.94 0.64 -0.26 0.61 -0.17 -0.04 -0.05 -0.11
Size decile 7 -0.36 0.38 -0.03 0.96 0.65 -0.25 0.61 -0.19 -0.04 -0.08 -0.09
Size decile 8 -0.34 0.30 -0.02 0.97 0.67 -0.24 0.60 -0.20 -0.05 -0.07 -0.10
Size decile 9 -0.36 0.20 0.01 0.98 0.65 -0.23 0.56 -0.21  -0.09 -0.07 -0.10
Size decile 10 (big) -0.42 0.03 0.07 0.97 0.59 -0.20 0.50 -0.15 -0.17 -0.09 -0.10
Momentum decile 1 (low) -0.33 0.38 -0.34 0.86 0.60 -0.22 0.67 -0.13 0.00 -0.06 -0.04
Momentum decile 2 -0.31 0.26 -0.31 0.89 0.61 -0.23 0.63 -0.14 -0.05 -0.04 -0.09
Momentum decile 3 -0.27 0.20 -0.32 0.90 0.61 -0.24 0.64 -0.17 -0.06 -0.05 -0.09
Momentum decile 4 -0.31 0.18 -0.20 0.93 0.64 -0.26 0.59 -0.21 -0.07 -0.07 -0.10
Momentum decile 5 -0.34 0.15 -0.12 0.93 0.61 -0.24 0.60 -0.19 -0.14 -0.06 -0.12
Momentum decile 6 -0.36 0.17 -0.05 0.95 0.62 -0.23 0.59 -0.19 -0.13 -0.06 -0.11
Momentum decile 7 -0.38 0.18 0.06 0.96 0.63 -0.25 054 -0.19 -0.13 -0.07 -0.10
Momentum decile 8 -0.39 0.18 0.21 0.94 0.59 -0.20 048 -0.14 -0.14 -0.10 -0.08
Momentum decile 9 -0.41 0.19 0.26 0.94 0.57 -0.21 0.49 -0.12 -0.13 -0.08 -0.11
Momentum decile 10 (high)  -0.45 0.27 0.29 0.90 0.54 -0.20 048 -0.12 -0.13 -0.08 -0.12

2Panel A shows the mean, the median, the standard deviation, skewness, kurtosis, the minimum, and the maximum for all
regressors used in the analysis, i.e. the factor-mimicking portfolio on industrial production growth (MYP), unexpected inflation
(UI), changes in the survival probability (default risk) (DSV), changes in the average level of the term structure of risk—free
interest rate yields (ATS), changes in the slope of the term structure of risk—free interest yields (STS), changes in the exchange
rate between the U.S. dollar and a trade—weighted composite currency (FX), and, finally, changes in the price of raw materials
(OIL). Panel B provides the cross—correlations between our set of macroeconomic pricing factors, the benchmark factors, i.e.
HML, SMB, and WML, and the one—way sorted book—to—market, size, and momentum benchmark portfolios. The sample period
extends from February 1971 to December 1998.
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Table 4: Macroeconomic risk exposures®
Panel A: One way—sorted book-to-market (BM) benchmark portfolios

Dependent Independent variables Adjusted
variable R-Square
Constant ~ MYP Ul DSV ATS STS FX OIL

Regression results:

BM decile 1 (low) Estimate -0.01 6.42 -0.86 1.10 2.56 -4.68 -0.13 -0.41 64.2%
t-stat [2.41] [3.21] [0.80] [L.71]  [1.02]  [3.45] [1.63]  [2.74]

BM decile 2 Estimate 0.00 5.88 -0.62 1.22 2.21 -3.56 -0.10 -0.43 67.0%
t-stat [1.44] [3.27] [0.76] [1.85] [0.89]  [2.68]  [1.23]  [3.09]

BM decile 3 Estimate 0.00 5.81 -0.08 1.43 220 -3.54 -0.06 -0.38 67.2%
t—stat [1.44] [3.31] [0.09] [2.01] [0.88] [2.63] [0.83]  [2.56]

BM decile 4 Estimate 0.00 5.30 0.12 1.37 1.95 -2.92 -0.03 -0.19 58.4%
t-stat [0.99] [3.21] [0.13] [1.84] [0.81] [2.19]  [0.41]  [1.25]

BM decile 5 Estimate 0.00 5.31 0.14 0.95 1.96 -3.23 -0.01 -0.16 57.2%
t-stat [1.41]  [3.30] [0.16]  [1.24] [0.80]  [2.50]  [0.17]  [1.07]

BM decile 6 Estimate 0.00 4.99 0.41 1.14 1.46 -3.04 -0.02 -0.23 58.9%
t—stat [0.70]  [3.29] [0.45] [1.56] [0.65]  [2.45]  [0.38]  [1.82]

BM decile 7 Estimate 0.00 4.66 0.01 1.16 1.09 -2.31  0.01 -0.27 57.6%
t-stat [0.36] [3.47] [0.02] [1.65] [0.55] [2.07] [0.10]  [1.75]

BM decile 8 Estimate 0.00 4.50 0.27 1.43 1.19 -2.20 0.04 -0.26 60.8%
t-stat [0.30]  [3.38]  [0.40] [2.44] [0.64] [2.03] [0.64]  [2.23]

BM decile 9 Estimate 0.00 4.59 0.48 1.51 1.19 -2.08 -0.02 -0.34 57.9%
t—stat [0.19] [3.25] [0.68] [2.48]  [0.60]  [1.78]  [0.19]  [3.22]

BM decile 10 (high) Estimate 0.00 5.12 0.51 177 2.01 -1.98  0.02 -0.42 50.7%
t-stat [0.32] [3.44] [0.48] [2.25] [0.89] [1.59]  [0.15]  [2.72]

x2—difference test statistics:

BM decile 10 - Estimate -1.30 1.37 0.68 -0.55 2.70 0.14 -0.01
BM decile 1 x2-stat 1.21 1.14 2.82 0.21 15.06 1.49 0.00
p-value (0.27)  (0.29) (0.09) (0.65) (0.00) (0.22) (0.95)
Mean(BM deciles 10-7) -  Estimate -1.30 0.94 0.32 -0.86 1.84 0.11 0.07
mean(BM deciles 1-3) x2-stat 2.87 1.37 2.46 1.02 12.02 2.53 0.45
p-value (0.09) (0.24) (0.12) (0.31) (0.00) (0.11) (0.50)
Mean(BM deciles 10-6) -  Estimate -0.97 0.59 0.19 -0.79 1.26 0.07 0.01
mean(BM deciles 1-5) x2-stat 2.86 1.08 1.30 1.41 9.91 2.56 0.02
p-value (0.09) (0.80) (0.25) (0.24) (0.00) (0.11) (0.89)

(continued on next page)

2 The table shows the results of the regressions of the one-way sorted book—to-market (Panel A), size (Panel B), and momentum
(Panel C) benchmark portfolios and of the three—way sorted book—to—market, size, and momentum benchmark portfolios plus
the market portfolio and the three-way sorted HML, SMB, and WML benchmark factors (Panel D) on changes in industrial
production growth expectations (MYP), contemporaneous, unexpected inflation (UI), changes in the aggregate survival proba-
bility (DSV), changes in the average level and the slope of the term structure of risk—free interest rate yields (ATS and STS,
respectively), changes in a multilateral U.S. dollar exchange rate (in U.S. dollar per unit of foreign currency) (FX), and changes
in the price of raw materials (OIL). Bold numbers are parameter estimates, and the numbers in square brackets are t—statistics.
In Panel A, B, and C, the x?-tests reported below the regression results check whether the (average) differences in parameter
values on the same pricing factor across the one—way sorted portfolios are statistically different. Here, (continued on next page)
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Table 4: Macroeconomic risk exposures (continued)?
Panel B: One way—sorted size benchmark portfolios

Dependent Independent variables Adjusted
variable R-Square
Constant ~ MYP Ul DSV ATS STS FX OIL

Regression results:

Size decile 1 (low) Estimate 0.00 5.36 -0.37 2.67 3.77 -1.35 0.12 -0.25 61.4%
t-stat [1.52]  [3.75]  [0.41] [3.22] [1.73] [0.88]  [L.10]  [1.56]

Size decile 2 Estimate -0.01 5.99 -1.01 2.46 3.44 -1.91 0.06 -0.33 66.7%
t-stat [1.65] [3.74] [1.08] [2.97] [1.45] [1.20]  [0.59]  [1.96]

Size decile 3 Estimate 0.00 5.96 -0.82 2.30 3.05 -2.29 0.05 -0.28 65.5%
t-stat [1.43)  [3.61] [0.86] [2.78]  [1.26]  [1.46] [0.52]  [1.56]

Size decile 4 Estimate 0.00 5.94 -0.96 2.17 2.92 -2.29 0.02 -0.35 66.6%
t-stat [1.33)  [3.60] [1.02] [270] [1.22]  [1.50]  [0.16]  [1.96]

Size decile 5 Estimate 0.00 5.89 -0.96 2.02 2.81 -2.26 0.04 -0.40 67.7%
t-stat [1.16]  [3.62] [1.09]  [2.53] [L18] [1.55]  [0.49]  [2.29]

Size decile 6 Estimate 0.00 5.93 -1.13 1.77 2.50 -2.70 -0.01 -0.33 68.5%
t-stat [1.52]  [3.68] [1.22] [2.31] [1.06] [1.94] [0.19]  [2.13]

Size decile 7 Estimate 0.00 5.96 -0.59 1.74 2.38 -2.87 -0.06 -0.31 70.8%
t-stat [1.49]  [3.59] [0.65] [2.37) [0.97] [2.05] [0.76]  [2.13]

Size decile 8 Estimate 0.00 5.91 -0.44 1.54 2.06 -2.99 -0.04 -0.33 70.5%
t-stat [1.69] [3.55] [0.56] [2.08] [0.85] [2.23] [0.54]  [2.31]

Size decile 9 Estimate 0.00 5.63 -0.14 1.31 1.70 -3.45 -0.05 -0.31 69.1%
t-stat [1.55  [3.47] [0.17] [1.92] [0.72]  [2.72]  [0.72]  [2.26]

Size decile 10 (high) Estimate 0.00 5.21 0.26 0.93 1.65 -3.73 -0.10 -0.31 63.9%
t-stat [1.33)  [3.19] [0.32] [151] [0.74]  [3.29]  [1.55]  [2.55]

x2-difference test statistics:

Size decile 10 - Estimate -0.15 0.63 -1.74 -2.12 -2.37 -0.22 -0.05
size decile 1 x2-stat 0.02 0.45 11.63 6.00 6.16 6.29 0.13
p—value (0.88) (0.50) (0.00) (0.01) (0.01) (0.01) (0.72)
Mean(size deciles 10-7) -  Estimate -0.19 0.63 -1.22 -1.62 -1.54 -0.14 -0.03
mean(size deciles 1-3) x2-stat 0.09 1.09 13.99 8.84 5.12 5.38 0.10
p-value (0.76)  (0.30) (0.00) (0.00) (0.02) (0.02) (0.75)
Mean(size deciles 10-6) -  Estimate -0.10 0.42 -0.87 -1.14 -1.12 -0.11 0.00
mean(size deciles 1-5) x?-stat 0.06 1.02 14.15 8.84 5.62 5.96 0.00
p-value (0.81)  (0.31) (0.00) (0.00) (0.02) (0.01) (0.96)

(continued on next page)

& (continued) the bold number is the (average) difference in parameter values, the second number the test statistic, and the number
in round brackets the associated p—value. In Panel D, the first element in the portfolio’s name indicates the book—to—market
category, the second the size category, and the final element the momentum category the respective test asset belongs to (with
the fundamentals again increasing from 1 to 2). In the one-step GMM procedure, we stack the moment conditions of the
mimicking portfolio on the moment conditions of the asset—pricing model. Since the system is exactly identified, we obtain
the same parameter estimates as if we had used a two—stage regression approach. The one-step GMM procedure, however,
corrects standard errors for the additional uncertainty created by the generated regressor. All estimation procedures correct for
heteroskedasticity and autocorrelation by using the Newey and West correction with 1 = 12. The sample period extends from
February 1971 to December 1998.
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Table 4: Macroeconomic risk exposures (continued)
Panel C: One way-sorted momentum benchmark portfolios

Dependent Independent variables Adjusted
variable R-Square
Constant  MYP Ul DSV ATS STS FX OIL

Regression results:

Momentum decile 1 (low) Estimate -0.01 6.39 -0.16 2.78 3.40 -1.95 -0.03 -0.18 66.7%
t-stat [2.84] [3.63] [0.14] [3.31] [1.40] [1.36] [0.23]  [0.84]

Momentum decile 2 Estimate -0.01 5.76 -0.20 2.00 2.65 -2.60 -0.01 -0.31 67.4%
t—stat [2.49] [3.59] [0.23] [2.89] [1.22] [2.12] [0.11] [1.36]

Momentum decile 3 Estimate 0.00 5.00 -0.43 1.95 1.78 -2.54 -0.02 -0.27 66.9%
t-stat [1.46] [3.58] [0.51] [3.45] [0.92] [2.31] [0.25]  [1.85]

Momentum decile 4 Estimate 0.00 4.91 -0.71 1.48 1.25 -2.84 -0.04 -0.25 66.6%
t—stat [1.53] [3.48] [0.90] [2.63] [0.67] [2.64] [0.51] [1.97]

Momentum decile 5 Estimate 0.00 4.60 -0.03 1.48 0.97 -3.39 -0.05 -0.33 69.0%
t—stat [1.02] [3.53] [0.04] [2.87] [0.54] [3.41] [0.73] [2.86]

Momentum decile 6 Estimate 0.00 4.90 0.07 1.40 1.18 -3.45 -0.04 -0.29 68.8%
t-stat [1.35]  [3.47] [0.10]  [2.48] [0.59]  [3.11]  [0.53]  [2.47]

Momentum decile 7 Estimate 0.00 5.27 -0.66 1.08 1.59 -3.51 -0.05 -0.22 66.7%
t—stat [1.87] [3.17] [0.89] [1.92] [0.71] [2.86] [0.89] [1.93]

Momentum decile 8 Estimate 0.00 5.65 -0.22 0.86 2.31 -3.60 -0.13 -0.22 60.0%
t—stat [1.35] [3.15] [0.25] [1.29] [0.93] [2.81] [1.86] [1.81]

Momentum decile 9 Estimate 0.00 6.29 -0.24 1.04 2.90 -3.79 -0.12 -0.37 58.6%
t—stat [1.16] [3.28] [0.29] [1.36] [1.02] [2.54] [1.48] (2.53]

Momentum decile 10 (high)  Estimate 0.00 6.65 -0.13 1.33 2.88 -4.15 -0.15 -0.49 53.3%
t-stat [0.59] [3.20] [0.12]  [L.42] [0.99]  [2.60]  [1.50]  [2.44]

x2—difference test statistics:

Mom decile 10 - Estimate 0.26 0.03 -1.44 -0.52 -2.20 -0.13 -0.31

Mom decile 1 x2-stat 0.07 0.00 4.86 0.32 8.59 1.23 2.01
p—value (0.79) (0.98) (0.08) (0.57) (0.00) (0.27) (0.16)

Mean(Mom deciles 10-7) - Estimate 0.48 0.07 -1.16 0.09 -1.48 -0.12 -0.11

mean(Mom deciles 1-3) x2-stat 0.36 0.01 6.56 0.01 5.77 2.38 0.34
p-value (0.55) (0.93) (0.01) (0.93) (0.02) (0.12)  (0.56)

Mean(Mom deciles 10-6) - Estimate 0.42 0.07 -0.79 0.16 -1.03 -0.07 -0.05

mean(Mom deciles 1-5) x2-stat 0.49 0.02 7.46 0.05 5.80 1.75 0.15
p-value (0.48) (0.89) (0.01) (0.82) (0.02) (0.19) (0.70)
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Table 4: Macroeconomic risk exposures (continued)
Panel D: Three way—sorted BM, size, and momentum benchmark portfolios and factors

Dependent Independent variables Adjusted
variable R-Square
Constant MYP Ul DSV ATS STS FX OIL
Regression results:
BM1SizelMomentuml  Estimate -0.01 6.17 -0.58 2.71 3.71 -1.88 0.04 -0.28 67.4%
t—stat [2.40] [3.64] [0.61] [3.18] [1.53] [1.15] [0.36] [1.50]
BM1SizelMomentum2  Estimate -0.01 6.90 -1.35 2.09 3.88 -3.05 0.04 -0.36 63.7%
t—stat [1.58] [3.77] [1.26] [2.29] [1.39] [1.79] [0.37] [1.67]
BM1Size2Momentum1  Estimate -0.01 5.41 -0.61 1.57 1.82 -3.22 -0.08 -0.27 67.2%
t—stat [2.15] [3.48] [0.66] [2.62] [0.87] [2.75] [1.11] [1.95]
BM1Size2Momentum2  Estimate 0.00 5.77 -0.35 0.97 2.20 -4.04 -0.12 -0.35 62.7%
t-stat [1.43] [3.16] [0.42] [1.43] [0.87] (3.10] [1.72] [2.57]
BM2SizelMomentuml  Estimate 0.00 4.86 -0.43 2.63 2.63 -0.99 0.12 -0.26 66.3%
t—stat [0.13] [3.59] [0.49] [3.64] [1.35] [0.76] [1.30] [1.82]
BM2SizelMomentum?2  Estimate 0.00 5.27 -0.59 1.94 2.21 -2.08 0.06 -0.27 63.7%
t—stat [0.29] [3.51] [0.67] [2.72] [1.00] [1.54] [0.63] [1.92]
BM2Size2Momentum1  Estimate 0.00 4.39 0.20 1.68 0.86 -2.10 0.03 -0.23 60.4%
t—stat [0.23] [3.33] [0.26] [3.11] [0.50] [1.99] [0.42] [1.48]
BM2Size2Momentum2  Estimate 0.00 5.01 0.27 1.03 1.63 -2.92 -0.05 -0.26 54.3%
t—stat [0.86] [3.27] [0.35] [1.42] [0.71] (2.33] [0.72] [2.03]
RM Estimate 0.00 5.56 -0.11 1.20 2.02 -3.35 -0.05 -0.30 70.9%
t—stat [0.50] [3.40] [0.15] [1.84] [0.87] [2.73] [0.81] [2.39]
HML Estimate 0.01 -1.36 1.10 -0.07 -1.22 1.34 0.07 0.03 15.7%
t—stat [5.24] [2.53] [1.84] [0.41] [1.88] [2.89] [1.34] [0.25]
SMB Estimate 0.00 0.57 -0.79 1.21 1.74 1.09 0.15 0.07 23.3%
t—stat [0.09] [0.93] [1.34] [3.81] [3.23] [1.91] [2.26] [0.63]
WML Estimate 0.00 0.64 -0.15 -0.93 0.17 -1.45 -0.05 -0.07 12.3%
t—stat [1.19] [1.28] [0.25] [3.54] [0.25] (3.04] [0.79] [0.58]

43



(abvd 1ToU UO panuud) om ‘ormpadord NINL deis—ouo oy ul -orojrrod JUSUIISOAUT 0I9Z TINAA OUI UO wIngorx oYy snid SI1090J I9WLIOJ 9T} oI [opoW () d9Y) Jo s109oe] Surord
oy, -o1oj3rod JULUISOAUT 0I0Z TTINH 9U) U0 WINJol 8y) pue ‘orjoj1rod jusujsosul 010z NS O} U0 UInjdl 9y} ‘oroj3rod josIew oy} U0 WINJOI SS90Xd o) dIe [9pOoW Jq oYI
Jo s1oyoe) Surorid oy, (L JNY) Ol[0j11od o3I 9} UO UINGOI SSPOXO PazI[euoSoY)Io oY) snid S109or] I9ULIO] oY) dIe [opowt JINY oY} Jo siojoe] Sumdtid oy g, (TTIQ) S[eLI9yeut
mer Jo 9otd a1 ul seSueyd pue ‘(X.) Aousrnd 9j1soduwrod pajySom—oper) e pue IR[[OpP "S[) OU) Ueam)dq 9jel agueydxo o) ul saueyd ‘(A[parpoadsar ‘ST, pue STV) SpRIL
971 1S9I9JUI 991J—3SLI JO SINJONIIS UL} 9y} jo ado[s oY) pue [oa9] o8eioae oY) ul sadueyd ‘(AS) AL[iqeqoid [earains 99e8e133e oy ur sogueyd ‘(I)) uorjepyul pajdodxoun
‘snosueroduojuod ‘(JAJN) suoryeydodxoe y3mois uorponpord [eLrysnpur ur safueyd are [Ppour JJN oY1 Jo s101oej Suotid oy ], ‘sjosse 9599 se (g [oue) sorjojirod wnjuawouwr pue
‘9Z1s ‘193 IRUI-01-{00q P1I0s Aem—9217) ()9 10 (Y [9Ue ) soI[0J110d 9zIS PUR J93IRUI-0)—-00( POLIOS Aem—0m) Gz Sulsn ‘[opout () MeyIe)) 91 pue ‘[dpout () Youal] pue ewej
oY) ‘fopouwt (JINY) 10308} DTWOUO0ID0IIRW pojususne ue ‘[epout () I039.] JIUWOU0I0IdeW o) JO erwald YSLI PUR SUOIIRIIIISS I010R] JUNOISIP JIISLYD0)S 9} SMOYS d[qR) ST,

(a60d 9T2U UO PINUU0D)

o6'1] [6e7] [gg0] I8zl 1e15—9
(40 190 v1°0 €9°0 (z01x) erwoead ysry
(sg0) [osel 22 [oz1]l  [¥6°F] 1e15—
%695 €061 €36 8€FL 00T 08 (1030€) JUNODSIP DIYSLYDOYS) SYRUIIISO—(
[epouwt (D) jreyie)
[gz€] [29°0] [1z°¢€] 1R85
6€°0 60°0 19°0 (701%) erwoxd ysry
(19°0) lov's]  [ozol  [96°6] yegs
%L'TS 8G°61 L¥'8 2¢'0- S0°'S (1070%] JUNODSIP O19SLYD0IS) dPeUWTISO—(
[epow (J4) Youeaij pue eweq
g0l [og0] [e6'T]  [6sT]  [9v0] [L21] [gTT] [ez'T] yeys—
07'0- PI'0- €9°T 610 80°0- €€°0- .00 6€°0 (z01X) erwoid sty
(ev0) [egrol  [6170] [107]  [@90]  [191] 43td [LT°T] [eLT] yeys—
%6'9F  6TLI 16'7- TIP'S- G8'9C G6°'LC SP'SO0T P9°LP- €L°9TT TTIPT (10308 JUNOOSIP OIJSBYD0IS) 9FRWIYSo—q
[epow (JINV) 4070€] JIUIOU0IS0I0RW Pajuswuidny
[eo0] [ezel [6xT1]  [19°0] [og1] [66°0] [8¢T] 1eyS—
0Z'0- 6S°'T ST'0  800- L2'0- 500 0€°0 (z01x) erwoid sy
(zg0) [ceo] [seel [ooT]  [8TT [e1°g] [c0°T] Ciad 1815
%L'8F  00°LT L8°G- 89°LC TT'6E €T'I8  9€'86- P0°€6  ¥6°60T  (1030®] JUNOOSIP OIJSBYO0)S) OFRUIIYSo—q
[epow (JJAl) 1030€] DIUOUOID0IIRIA]
PV 10 TINM  TNH 9GNS WY «NY IO Xd SIS SILV ASd In dAN

s1030%] SuLIg

9ZIS pUR }9)IBWI-0}-00( UO PIIOS—ABM OM]) SOI[0J}I0d NIRWIUS] GF |V [ouR]
LS[epowr Sumdtid 1osse DAIJRUIO)E JO S350} [RUOI}DOS-SSOID [RUOINIPUOIU() G d[(R],

44



"8661 1000

01 1261 Areniqe woij spusjxo porrod ojdures oy J, 'SUOIIOLIISAI SUIAJIIUOPI-IOAO Y3 JO 1507 (ZQGT) S UOSURE] ST 9891— 9], 'I0SS9IS0I pojelsusad o) Jo Ajurelredoun [eUOIIppe
91} I0j SIOLI® pIepue)s 3091100 yorordde NND dojs—ouo oy, *(xrpuaddy oes) yorordde a8eis—om) e Jo asoy) oy [enboa A[joexs are yorordde Sy} Jo SIUSIDYIO0D OY) ey} SINSUD
01 y xujew Sunysrem oyoads e osn uey) pue ‘[epouwt Suronid 19sse 9y} JO SUOIIPUOD JUSWOW 9 U0 offojirod Junpruiwt oY) JO SUOIIPUOD JUSWOW S YorIS (PINUNUOD) ,

lozgl 62l [690] [9z¥] o158
€€°0 vs0 L0°0 ggo0 (701%) erwoxd ysry
(001) [206] [rzer] lgz1l (826 yegs
%0°C9 0£'6c 989 9¢'PT  L0°T g0°g (10303 JUNOOSIP OI3SRYD03S) VFRWIISO—q
epow (D) jreqren
[Lo9]  [pzol [167] 1e)S—
avo c0'0- 480 (z01x) erwoead sry
(00'1) Lrel  logt]l  [9g76] 1e)S—
%I 89T GT'6 09°1- 92°'S (1090} JUNODSIP D19SRYD0IS) 9)RUIISO—]
[epow (J4q) YouoaJij pue euwrej
[ve1l [8z'0] [oge]l [90El  [pOTl [ez1] [9g°€] [89°1] yeys—
L0°'T- 900 €SI  ¥€0  ¥TO- 9¢'0- 910 920 (z01%) erwoxd sty
(00°1) [8e1] [soo]  [ot¥]  [6g0]  [oT'Tl [8¢2] [89°¢] [z8°¢€] 1eY5—9
%SLT 6138 G9'TT- €9°0- GP'€Z 91'€C ¥6°60T TIT'L9- T0°TST T16°G0T (1030} JUNOOSIP OIISBYD0IS) )eUIISe—q
[epow (JINV) J039€] JIUIOUOID0IIRW PajuaIdNy
log't] [eev] [eodl  [1e] [8¢°1] [89°Z] [L21] yeys—,
61°0- ¥€T P$€0  02'0- 18°0- TI'0 TS0 (z01%) erwoid sty
(00°1) ert]  fotv] (2600 [erTl (682 [90°€] leve] yejs—y
%o Ll  ELET ST'9- L6°LE LEPS TS'6L  69°9S- L0°LIT GG AST  (1030€F JUNOOSID OIISEUD0IS) O)eI)so—(
[epow (JJAl) d1030€J DIUOUOID0IIRIA]
APy s TIANM TNH 9GNS INY «INY 110 Xd SIS SILV ASd n dAIN

s1090€] SuIdLI

WNJUSWOW PUR ‘9ZIs ‘}oyIRUI-0)-00( U0 PajIos—Aem 9911} sorjojrod yIewyouaq ()9 g [oued
o(ponuruoo) spppowr SuoLId Josse SAIJRILIOIR JO $7507 [RUOIINS—SSOID [RUOIIPUOIU[) G S[R],

45



‘8661 IoquIedd(J 03 TLET Areniqeq woy spusjxe ported ojdures oy,
"SUOIOLI}S01 SUIAJIYUSPI-IOA0 O) JO 1599 (ZQGT) S UeSURH SI 189)—[ 9], "10ss21301 pajeIouss oY) Jo AJUIe)IedUN [RUOINIPPR o1} J0J SIOLI® pIepur)s §3001100 yorordde NND) dojs—ouo
oy, ‘(xtpueddy oes) yoroidde a8ejs—om) ' Jo a9soy) 09 [enbs A[joexe are yoeordde SIY} JO SIUSIONJE0D S} Y} SINSUd 0} Y XLIjew SurpSrem oyrads e asn Uay) pue ‘[opout
3uronid jesse oY) JO SUOI}IPUOD JUSWOW [} U0 0I[0J310d SUTHOIWIW 97} JO SUOIIPUOD JUSTOW 9} or)s am ‘@inpaooid NN dojs—euo oy} U ‘G o[qr], Ul SB 9WIes 9} aIr S[@POW
po1sel a1 Jo s1030e] Jurotad oy T, ‘syjuowt g Aq peS3e[ alr SJUSWINIISUL [[Y SOI[0J110d PUO( JUSWIUISAOS ULI9)—1IOYS PUR WI8)—SUO[ Usamilaq peaids peid oY) pue ‘sorjojriod puoq
97e10d100 pojeI-ERY pUR BRq Usom)laq pealds PoIA oY)} ‘Xopur }00Is )0GJ2PS oY} U0 p[elA pueplalp o3 Aq pardiynu sorjojjrod eures a3 snid ‘sorjojirod IeWOUL] WNIUSWOW
pue ‘ozis ‘}o)IRW-0)-0O( PaLIOS Aem—o9Iy) JYSIo "o'T ‘sjosse 1599 se sorojrrod (peSeuewr) [euoryipuod g¢ Suisn ‘Ppouwr () reyre)) oY) pue ‘[Ppour () YoUSL] pue vuIe]
oY) ‘[epouwt (JJNV) 1010€] OIUIOUO0I90IoRW pajuswigne ue ‘[pout (JJN) 10308} OIIOUO0ID0IoRW 911 Jo elwaold Sl PUR SUOIIRUIISS 10J0R] JUNODISIP JIISRYD0IS 9} SMOYS d[qe) 9T,

98zl  [199]  [sz0]  [99%] yeys
<o 89°0 I1°0 180 (z01x) erwoad ¥sry
(880) [peel [iger] [Fril  [86:6) 1eS—)
%T'TL  €6CC  TES  LLLT  0S'T 989 (1030 JUNOOSIP D1ISLYDOIS) OYRUIYSO—(
[epouwt (D) reqien
los'7]  [sg0l  [817¢] 1e15—9
€9°0 g0°'0 L8°0 (01x) erwoad s1y
(L8°0) [erg]  [9670] [ev11] ye)S
%¢'CS 1T'v¢ TI€'TIT L€'T1- CTO'L (1090} JUNODSIP O19SLYD0IS) dPRUTISO—(
[epow (J4) Youoaij pue ewreqg
[LeTl] 1200 [oz1] 81 [86°0] [¥8°1] [6T°0] [291] 1e1s—
00°'T- 2%'0- 9.0 620 €30- Tg9'0-  20'0- 120 (£01x) erword sty
(26°0) [92°1] lozo] [191] [e6v0]l  [9T°T] [eg7] [90°0] [0z€] ye3s—
%g'8L  TT6L PT'TT-  L4°C- L9°CT 6961 L9'IZT 0T'GL- S6°L- L7'68T (10308} JUNODSIP DIYSLYDOYS) DYRUII}So—(
[epow (JIANV) 1070€] JIUIOUOIS0IORW Pajuawudny
ge1]  [erel  [90€l (121 (28T [c91] [16°1] 18159
¥€'0- ¥CT  ¥E€0  6%°0- 28°0-  80°0- 630 (z01x) erwoad ysry
(¢8°0) etol  fovel o1l [eLol [ev€] [7°1] l6g°g] e1s—)
%0°6L  LTTT ST'T- LS'IT PS'9P 8969  80°9L- TT°L3T- G8'CPT  (1039¥] JUNODSID DIISEIDO)S) ojeUIl}so—(
[epow (JIAl) 1039€] DIUOUOID0IIRIA]
APV e TNM  TINH - dINS g Y 110 Xd SIS SLV ASd n JAN

s1030%] ulIg

LS[epow Sumiid josse SAT)RUISR JO S1S9) [RUOI}IDS-SSOID [RUOINIPUO)) (9 d[(R],

46



8661

IaquIedd(] 01 1.1 ATeniqs wol spusjxe porred odures o], 'SUOIOLIISET SUIAJIIUSPI-TIOA0 ST JO 1591 (GRET) S, USSURE] SI 1899 9], "T0SS91801 pajeIouss oY) Jo Ljurelreoun
[eUOIIIPPR 9Yj} I0J SIOLID PIepur)s s1001100 yorordde NIND deis—ouo oy ], *(xtpuaddy oos) yoeoidde o8eis—om) & Jo asoy) 03 [enbo A[10exo ore yoeoidde Sy} Jo SJUSIDIJO0D
9Y1 ') dINSUS 0} Yy XLIjew Juljysom oyroeds © osn ue() pue ‘(epowr Sunrid jasse 89 JO SUOIIPUOD JUSWOW dY) U0 01]0j310d SUINOTWIW SY) JO SUOIIIPUOD JUSWOW ) HORIS
om ‘ompaocord NNY) dois—ouo oY) U] ‘Xopul }001s ()0GJZPS OY) UO P[OIA puepIAlp podde] oY) Aq pordimu siojoej Sumnid osoyy snid ‘G o[qe], Ul S oUIeS o[} dIe S[OPOW
po1se) oy Jo siojoe] Suntid oy ], ‘syjuowr g Aq peSSe[ oIe sjuewnIjsul [[y so1[oj3iod puoq JuaWUISA0S ULI9)—1I0US pUR WId)—-3Uuo] usemiaq peards praid oY) pue ‘sorjojrrod
puoq 91e10d10d pojRI-RRY PUR BRq Usamloq pralds p[otd oY) ‘Xopur }001s ))SJ29S 9Y} U0 POl pueplalp oyl Aq perdiynu sorjojarod oures oyg snid ‘sorfojjrod jrewryouaq
WNJUSWIOW PUR ‘9ZIS ‘10N IRUW-0)-00q PaLI0s Aem—091) 1S 9'1 ‘sjesse 159} se sorjojpiod (paSeureur) [euoIIpuod g¢ Sursn ‘(opowr () jreyre)) oY) pue ‘Ppowt (Jg) Youoij
pue eweq oY) ‘(opowt (JINY) 1010€] OIWOU0I90IOeW pajuswidne ue ‘opour () 10108] DIWOUOII0IORW 911 JO SUOIJRUIIISd 10J0R] JUNOOSIP JIISRYD0IS 9] SMOYS d[qR) 9T,

log'gl  [16°¢€] [20g] [eg€] yels—y
96°'8- 0T'S- GG'C 09°¢- (spuemunuaysur, s1oyoey Sutid Jps) ayewrryso—q
(9¢0) [ezel [egel  [oeel 297l yeys—)
6€°CC 6L°G 67°0T €0°S qev (s1090ey Sumorid Jps) opewrr)so—q
[epow (D) yreyre)
[g1°2] eTel (297 1R85
8CT'IT- ¥I'V 88°¢- (syuemunuaysur, s1oyoe) Sutid Jps) ayewrryso—q
(€9°0) [e9-¢€] [t9e] [647] o185
6¢°€C QLS G8'¢ L9V (s1090ey Sumord Jps) ayewrryso—(
[epow (g4) YouoJj pue ewrej
oLt [eool  [erol  leerl  fegr]l  [ego]  [eL0) [7L0] RIS
06°CT 220" LT'T- T8l GG'86 €€°ST 01°G6 €T'1g-  (syuewnaysur,siojoej Surord jps) eyewrrise—q
(0g°0) [00°Z] [26°0] erel  [070] [pL0] [177] [12°1] [09°2] o185
0€°GT 68°2Z- 09'II- 10°.Z 86°'€ 16'68 TT'¥6- SP'LPC- 8T'18T (s1090ey Bupiid Jps) srewnse—q
[epow (JINV) J039€] JIUIOUOID0IIRW PajuaIINy
[00°0] [eg'0]  [06°1] [zz 0] log1] [020] [00°1] yeys—9
200 90°L- 6LF9 T6'LT 990V  69°L8 10°9g-  (syuowmrsur,siojoey Suoiid yps) oyewryso—q
(8¢'0) [vg-o] lesv]l  [0970] [9g°0] loge] [es1] [z6°0] ye1s—
er ot L2°TT- TS0V 19°€5- 01°9S- PI'IS- 0€'88¢- 67°6F (s1090e3 SupLd Jps) eyewriso—q
[epow (JJAl) 1039€] DIUOUOID0IIRIA]

1990 TNM TINH  gINS WY N 110 Xd SIS SIV ASd n dAN

s1090%] UL

£S10108] Poreds HM S[epowr SumdLId Josse dAIJRUID)E JO $)S07 [RUOI}IS-SSOID [RUOIFIPUO)) ), S[R],

47



Table 8: Model specification and comparison tests®

Unconditional model Conditional model
25 60
portfolios  portfolios  unscaled scaled

Panel A: Macroeconomic factor (MF) model

Joint test factor loadings on sdf X2 (# restrictions) 17.27 150.26 59.87 84.05

(All b parameters = 0) p-value (0.016) (0.000) (0.000)  (0.000)

Joint test SMB and HML premia X2 (# restrictions) 8.06 6.00 6.53

(Asmp and Ay = 0) p-value (0.018) (0.051) (0.038)

Joint test SMB, HML, and WML premia x? (# restrictions) 12.17 51.20 36.13

(AsmBs AamL, and Aw = 0) p-value (0.007) (0.000) (0.000)

Joint test time variation x? (# restrictions) 14.19

(Interaction parameters = 0) p-value (0.048)

HJ statistic Sum of (n-#) i.i.d x2(1) 0.385 0.595 1.783  1.577
p-value (0.000) (0.000)  (0.000)  (0.000)

Panel B: Augmented macroeconomic factor (AMF) model

Joint test factor loadings on sdf x? (# restrictions) 18.05 122.12 50.39 54.49

(All b parameters = 0) p-value (0.021) (0.000) (0.000)  (0.000)

Joint test SMB and HML premia x? (# restrictions) 6.97 8.58 6.52

()\S’IWB and )\HIML = 0) p—value (0.031) (0.014) (0.038)

Joint test SMB, HML, and WML premia x? (# restrictions) 4.87 46.48 23.70

()\SMBa >\H1VIL7 and >\WML = 0) p—value (0.182) (0.000) (0.000)

Joint test time variation X2 (# restrictions) 20.96

(Interaction parameters = 0) p-value (0.007)

HJ statistic Sum of (n-#) ii.d x2(1) 0.384 0.595 1.766 1.560
p-value (0.000)  (0.000)  (0.000)  (0.000)

Panel C: Fama and French 3—factor (FF) model

Joint test factor loadings on sdf X2 (# restrictions) 51.77 120.85 206.29 154.58

(All b parameters = 0) p-value (0.000) (0.000) (0.000)  (0.000)

Joint test SMB and HML premia X2 (# restrictions) 10.86 37.25 23.82

(Asmp and Agprr = 0) p-value (0.004) (0.000) (0.000)

Joint test time variation X2 (# restrictions) 84.68

(Interaction parameters = 0) p-value (0.000)

HJ statistic Sum of (n-#) i.i.d x2(1) 0.398 0.585 2.132  2.022
p-value (0.000)  (0.000)  (0.000) (0.000)

Panel D: Carhart 4—factor (C) model

Joint test factor loadings on sdf x? (# restrictions) 52.52 237.71 212.21 97.67

(All b parameters = 0) p-value (0.000) (0.000) (0.000)  (0.000)

Joint test SMB, HML, and WML premia x? (# restrictions) 16.25 122.77 92.82

()‘SMB’ )‘HMLv and AWML :0) p—value (0001) (0000) (0000)

Joint test time variation X2 (# restrictions) 47.27

(Interaction parameters = 0) p-value (0.000)

HJ statistic Sum of (n-#) i.i.d x2(1) 0.398 0.544 2.110 1.967
p-value (0.000)  (0.000)  (0.000) (0.000)

& The table shows test statistics used to evaluate the macroeconomic factor (MF) model (Panel A), the augmented macro-
economic factor (AMF) model (Panel B), the Fama and French (FF) model (Panel C), and the Carhart (C) model (Panel
D). The first Wald statistic (joint test factor loadings on sdf) tests whether all factor loadings on the pricing kernel of the
specific model are jointly equal to zero. The subsequent two Wald statistics test whether the lambdas on the attribute—
sorted spread portfolios, namely SMB and HML for the FF model (joint test SMB and HML premia) or SMB, HML, and
WML for the C model (joint test SMB, HML, and WML premia), are jointly equal to zero. In case of the MF and the
AMF models, we need to add the attribute-sorted spread portfolios to the other pricing factors to perform these tests.
The final Wald test (joint test time variation) applies only to the models with conditional factors; it tests whether the
pricing factors are time-varying with respect to the instrumental variable used, i.e. the dividend yield on the S&P500.
Finally, we report the HJ distance and its empirical p—value.
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Appendix A Creation of benchmark factors

Following Liew and Vassalou (2000), we construct the three benchmark factors, i.e. HML, SMB, and
WML, from the 27 (3x3x3) three—way independently sorted size, book—to—market, and momentum

portfolios at each point in time ¢ through the following equations:

HML = é[(B3SlM1 — B1S1M1) + (B3S1M2 — B1S1M?2) + (B3S1M3 — B1S1M3)
+(B352M1 — B1S2M1) + (B3S2M2 — B152M?2) + (B3S2M3 — B152M3) (8)

+(B3S3M1 — B1S3M1) + (B3S3M2 — B1S3M?2) + (B3S3M3 — B1S3M3)),

SMB = %[(31511\41 — B1S3M1) + (B1S1M2 — B1S3M?2) + (B1S1M3 — B1S3M3)
+(B2S1M1 — B253M1) + (B2S1M2 — B2S3M?2) + (B2S1M3 — B2S3M3) (9)

+(B3S1M1 — B3S3M1) + (B3S1M2 — B3S3M?2) + (B3S1M3 — B3S3M3)),

WML = %[(31511\43 — B1S1M1) + (B251M3 — B251M1) + (B3S1M3 — B3S1M1)
+(B152M3 — B152M1) + (B2S2M3 — B2S2M1) 4 (B3S2M3 — B3S2M1) (10)

+(B1S3M3 — B153M1) + (B2S3M3 — B2S3M1) + (B3S3M3 — B3S3M1)),

where the first two letters of the portfolio name indicate the book—to—market category the portfolio
belongs to, the second two letters the size category, and the last two letters the momentum category,

with size, book—to—market, and momentum increasing from one to three.
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Table Al: Summary statistics on benchmark portfolios and factors®

Mean Median  StDev Min Max
Variable (x10%)  (x10%)  (x103) Skew Kurt (x10%) (x10%)
Panel A: Benchmark factor returns
HML 5.03 4.66 23.49  -0.08 5.21 -115.39 95.70
SMB 1.08 -0.11 31.28 0.23 4.04 -100.36 115.15
WML 2.97 3.45 26.85  -0.42 7.64 -156.28 106.18

Panel B: Benchmark portfolio excess returns

BM decile 1 (low) 4.72 4.70 52.88  -0.12 4.77  -226.14  224.18
BM decile 2 6.62 8.66 49.07  -0.48 5.46 -250.93 182.61
BM decile 3 5.75 7.33 49.05 -0.66 6.17 -256.30 151.76
BM decile 4 6.01 9.36 48.26  -0.39 5.80 -245.58 193.47
BM decile 5 6.14 7.67 45.58  -0.58 6.78 -241.41 172.74
BM decile 6 5.67 8.01 44.80 -0.31 6.69 -213.38 212.97
BM decile 7 7.81 7.89 43.27 0.18 5.30 -168.95 195.25
BM decile 8 8.20 7.57 44.61  -0.08 6.32 -188.00 212.68
BM decile 9 8.79 13.19 46.99 -0.19 5.88 -193.00 204.57
BM decile 10 (high) 11.22 11.89 55.64 0.10 8.38 -255.42  305.21
Size decile 1 (small) 6.16 8.65 60.54  -0.38 6.87 -299.82  275.98
Size decile 2 6.08 11.99 59.44 -0.51 7.16 -305.08 278.00
Size decile 3 6.85 12.37 57.67 -0.64 6.78 -293.17  249.26
Size decile 4 6.69 10.60 55.74  -0.67 6.70 -291.40 238.03
Size decile 5 6.71 12.34 54.66  -0.71 7.09 -296.88 237.43
Size decile 6 6.26 8.83 52.52  -0.65 6.09 -262.75 204.86
Size decile 7 6.25 7.42 51.84 -0.52 6.31 -260.15 212.74
Size decile 8 6.15 8.30 50.32  -0.50 5.78 -247.54 189.26
Size decile 9 6.00 8.55 47.35 -0.34 5.16  -225.30 169.98
Size decile 10 (big) 5.97 7.38 43.75  -0.30 5.33  -200.08 176.75
Momentum decile 1 (low) 3.31 3.17 64.45 -0.21  5.15 -271.54 236.10
Momentum decile 2 4.01 2.57 53.60 -0.37 6.12 -255.32 174.72
Momentum decile 3 5.33 5.07 49.63  -0.06 6.58 -222.40 248.74
Momentum decile 4 5.58 6.67 45.84  -0.16 4.70 -184.78 159.13
Momentum decile 5 6.10 9.05 43.62  -0.20 5.42 -181.59 196.73
Momentum decile 6 5.97 8.11 44.31  -0.41 5.57 -200.98 187.84
Momentum decile 7 5.13 6.35 44.63  -0.66 5.99 -233.14 164.17
Momentum decile 8 6.50 7.58 46.87  -0.64 6.43 -250.16 157.30
Momentum decile 9 7.73 11.99 53.08  -0.60 5.81 -261.23 189.34
Momentum decile 10 (high) 9.84 11.65 61.39 -0.38 4.94 -236.47 219.16

2 The table shows the mean, the median, the standard deviation, skewness, kurtosis, the minimum, and the
maximum for the three-way sorted benchmark factors, namely HML, SMB, and WML, (Panel A) and the
one-way sorted portfolios on size, book—to-market, and momentum (Panel B). The sample period extends
from February 1971 to December 1998.
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Appendix B GMM methodology

We use Hansen’s (1982) Generalized Method of Moments (GMM) to estimate the asset pricing models
in this study. In particular, in the tests in Table 4 we stack the moment conditions of the factor—
mimicking portfolio onto the moment conditions of all the firm characteristic—sorted asset pricing
models. Since these systems are exactly identified, i.e. since there are as many moment conditions as
free—parameters, the OLS parameter estimates obtained from the individual time-series regressions
also constitute the correct parameter estimates for the GMM systems. Still, this approach holds the
advantage that the GMM formula for the variances of the parameter estimates takes the dependence
of the latter asset pricing models on the first—stage mimicking portfolio estimation into account. In
other words, the standard errors obtained for the asset pricing models are corrected for the fact that
the factor-mimicking portfolio is a ‘generated regressor’. Furthermore, the system estimation also
easily allows performing Wald tests on the (average) differences between the beta exposures of two or
more time-series regressions.

A similar approach is taken for the cross—sectional tests in Tables 5, 6, and 7. In this case, the
only complicating fact is that the stochastic discount factor models are usually overidentified, i.e.
there are more moment conditions than free-parameters, and, therefore, seperately estimating the
factor—mimicking portfolio and then the stochastic discount factor model does not necessarily yield
the same parameter estimates as a one-step system approach.?® We can, however, ensure that the
GMM system gives us the same parameter estimates as the two—stage estimations by requiring the

GMM procedure to minimize the following linear combination of the moment conditions vector.

Ipatcv 0

9gr
0 ov’ w

where Ipa+cv is an identity matrix of dimension equal to the number of base assets and control

variables, %gb? is the derivative of the moment conditions with respect to the free—parameters, and W

is a weighting matrix. If we choose the weighting matrix W equal to the weighting matrix W used in
the two—stage factor mimicking portfolio and stochastic discount factor estimations, then the usage of

a in the system approach ensures that parameter estimates in both cases are equal. We decide on the

Z>Maria Vassalou (2003) makes a similar point.
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inverse of the spectral density matrix as weighting matrix W in the individual estimations, which we
compute via Newey and West (1987) with 1 = 12.

The validity of a particular asset pricing model can be assessed through Hansen’s (1982) test of
the overidentifying restrictions. Using the inverse of the spectral density matrix as weighting matrix,

the formula for the test statistic is:
Tgr(b)' S~tgr(b) ~ x(# of moments - # of parameters),

where T' is the sample size, gr(b) is the vector of moment conditions evaluated at the parameter
estimates, and S~! is the estimated inverse of the spectral density matrix. This test statistic obviously
focuses only on the evaluation of the asset pricing model, i.e. it completely ignores the factor mimicking
portfolio estimation. While we could use a more general formula to assess the whole GMM system for
the MF and the AMF model (see Cochrane, 2001), we feel that we should evaluate a model based on
its pricing errors and not on how well its pricing factors are measured.

Once we have estimated the factor loadings on the stochastic discount factor, we can then easily
compute the risk premia on the pricing factors. The significance levels of the factor risk premia can

be calculated with the delta—method. For more details, see Cochrane (2001).
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