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Abstract. This paper investigates the use of price intensities to estimate

volatilities based on high-frequency data. We interpret the conditional proba-

bility for the occurrence of a price event within a certain time horizon as a risk

measure which allows us to obtain an estimator of the conditional volatility per

time. This kind of volatility estimation solves the problem of an appropriate ag-

gregation level by de�ning explicitly price events. To consider grouping caused

by the nontrading period overnight we use a categorical duration model. This

model allows us to take into account that durations which occur overnight can

only be registered by a lower and an upper bound. The use of price durations

based on di�erent tick sizes makes it possible to investigate volatility patterns

depending on di�erent aggregation levels. Seasonalities are taken into account

by including regressors based on a 
exible Fourier form based on intraday and

time to maturity seasonalities. Testing for serial correlation and controlling

for unobservable heterogeneity permits us to check for misspeci�cation on dif-

ferent aggregation levels. Empirical results are based on intraday transaction

data of Bund Future trading at the LIFFE in London.
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1. Introduction

The road to a feasible estimation of risk measures based on intraday data is

strewed with considerable problems. Some of them originate in the very nature

of the transaction process, like the irregular spacing between observations1, the

discrete price changes between observations2, or the bounce e�ect3 induced by

trading costs in the form of a bid-ask spread. Others are attributed to the

process of information di�usion and price discovery like serial dependency found

in many variables which are supposed to contain information about the state of

the price process, like the intensity of the price process4, i.e. the time between

price changes, the variation of transaction costs, or the volume traded in a certain

time span. In spite of the important role these variables usually play when

market microstructure is assessed, they are usually considered as nuisance in

the context of risk analysis and the analysis of large scale price changes.5 The

standard way to proceed would be to de�ne a particular aggregation scheme which

supposedly does away with these e�ects. Andersen and Bollerslev (1998b) show

that the choice of an appropriate aggregation scheme is very crucial for these

models. By choosing di�erent aggregation levels they obtain strongly di�erent

estimates for the volatility per hour. They show that volatility forecasts can

be improved signi�cantly by determining an adequate aggretation level and by

considering e�ects on various frequency levels. In this context they illustrate

that the volatility process is driven by the simultaneous interaction of di�erent

patterns at the intradaily and daily level. These results demonstrate that the

choice of the aggregation scheme has a strong impact on the volatility estimation.

1See the seminal paper of Engle (1996) or Engle and Russell (1997) for a statistical analysis.
2See e.g. the early rounding models like Harris (1990), Gottlieb and Kalay (1985) or Ball

(1988). For an analysis of the economic implications see Harris (1994). Some more recent models

take into account discreteness as well as the irregular spacing of observations, e.g. Hausman, Lo,

and MacKinlay (1992), Manrique and Shephard (1997), Russell and Engle (1998), or Rydberg

and Shephard (1999).
3See the original work of Roll (1984) or also Hausman, Lo, and MacKinlay (1992).
4See Easley, Kiefer, and O'Hara (1997) for a structural model of the price process.
5This is not meant to imply that the relationship between trade frequency, traded volume

and volatility as analyzed e.g. by Clark (1973), Gallant, Rossi, and Tauchen (1992), or Jones,

Kaul, and Lipson (1994) is not worthwhile. Yet, for the assessment of risk in this context it is

only of limited use.
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In order to circumvent these imponderabilities we consider an avenue of re-

search initiated by Cho and Frees (1988) and Russell and Engle (1998). They

quantify the instantaneous volatility of the price process by modelling price inten-

sities, i.e. the time between price changes. Their main results concentrate on the

serial dependencies found in the process of price intensities and the relationship

to hypotheses emanating from market microstructure literature.

In this context the volatility is based on the time the price process spends in

the neighborhood of a certain price level. The size of this neigborhood is the

tuning parameter used to focus the empirical analysis. The strategy pursued is

to analyze the time it takes the price process to generate a certain, given price

change. Hence, the volatility is determined by the conditional expected duration

between two price events, given the explanatory variables. This kind of volatility

estimation di�ers from the classical strategy where the conditional variances are

modeled, either over a given interval as in the standard GARCH literature or

over irregular time intervals including more or less appropriate corrections for

the intensity of the price process.6

Our approach circumvents the problems of correcting for the irregularity of

time intervals by using these durations to model volatility patterns directly. By

using a semiparametric proportional hazard model we estimate the conditional

probability for a price event in the next time interval, given the time the last price

event dates back. These conditional probabilities can be interpreted as the risk for

price changes in the next time interval. Based on these probabilities we calculate

a conditional volatility, which solves the problem of an appropriate aggregation

level by de�ning explicitly the event of interest, too. Hence, the corresponding

time intervals and thereby the frequency of observations are determined by the

de�nition of a price event. This feature is the most important advantage of

this approach. As will be shown in the course of this paper, this rede�nition of

6Ghysels and Jasiak (1997) develop a class of ARCH models for transaction data which

are unequally spaced in time. They combine a temporal aggregation procedure for GARCH

models and ACD models for the duration between particular trades. In this bivariate ACD-

GARCH model they are able to test for Granger causal relationships between the volatility and

intra-trade durations. Grammig and Wellner (1999) provide an extension of this approach.
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observations is a straightforward solution for most problems induced by market

microstructure.

By analyzing price events at the LIFFE Bund Future market we have to take

into account that this market is not open 24h per day, i.e. spells can also end at

the next trading day or during the night. This feature leads by de�nition to a

grouping of the durations caused by the fact that price events occuring overnight

are not observable. Hence, we use a categorical model based on Han and Hausman

(1990) which allows us to consider grouped durations.7 In this framework the log

likelihood is formed by using di�erences in the survivor function, thus, the model

corresponds to an ordered response approach so that the baseline hazard can be

calculated by the estimated thresholds. The particular advantage of this approach

is that price events occurring overnight can be taken into account. Such price

changes can only be observed at the next morning, hence the exact length of

the spell cannot be measured. Because we know exactly when the spells started,

but do not know when they �nished these observations enter the log likelihood

by lower and upper bounds. In the following we call these observations 'pseudo

censored'.

A test for serial correlation is based on generalized residuals and allows to check

for misspeci�cations. A further advantage of this model is that it permits us to

check for unobservable heterogeneity. In the literature on duration a wide range

of investigations exists which analyze the impact of misspeci�ed heterogeneity

e�ects on the estimated baseline hazard rate8. In this model unobservable het-

erogeneity is speci�ed parametrically by a gamma distributed random variable

entering the hazard multiplicatively leading to a mixture model based on the

BurrII distribution.

A further question which needs to be resolved is the assessment of seasonali-

ties. Intraday seasonalities are a well documented fact9 and have to be take into

account when estimating intraday volatilities. In the context of futures trading

7Hautsch (1999) uses this framework to analyze the time between particular trades on the

LIFFE Bund Future market, where grouping structures can also be observed.
8See e.g. Heckman and Singer (1984).
9See e.g. Wood, McInish, and Ord (1985) and McInish and Wood (1992) for an analysis of

seasonalities of trading at the NYSE, or Dacorogna, M�uller, Nagler, Olsen, and Pictet (1993)
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a second source of seasonalities becomes apparent, namely the time to matu-

rity. Both types of seasonalities are analyzed in this paper using a Fourier series

expansion suggested by Andersen and Bollerslev (1997).

The outline of our paper is as follows: Section 2 discusses the estimation of

volatilities and the inclusion of seasonalities. Section 3 describes the econometric

model. Data is described in section 4. Empirical �ndings are given in section 5.

Section 6 presents the conclusions.

2. Volatility Estimates Based on the Intensity of the Price

Process

2.1. A New Measure of Volatility. In order to give a concise picture of the

relationship between the new risk estimation concept proposed here and concepts

proposed in previous work, it seems worthwhile to look at the standard de�nition

of conditional volatility per time as10

�
2
t = E

�
1

�t
(rt � �rt)

2
jXt�1

�
(1)

with rt :=
p(t)� p(t� 1)

p(t� 1)
;

�rt = E [rtjXt�1] = 0

and �tt := tN(t)+1 � tN(t):

Here, t denotes the clock time, measured e.g. in seconds since a reference date

and N(t) the number of transactions observed up to t, X contains a set of at

least weakly exogeneous regressors. In order to apply standard GARCH-type

procedures to the estimation problem in eq. (1) �t is usually assumed to be

constant. Hence, intra-day aggregates are typically used, e.g. on the basis of

5 minute intervals. See e.g. Andersen and Bollerslev (1998a) and Andersen,

Bollerslev, Diebold, and Labys (1999) for further references. Eq. (1) is quite

unprecise with respect to the measure which is used within the integral. As it

and Guillaume, Dacorogna, Dave, M�uller, Olsen, and Pictet (1997) for the foreign exchange

market, or Andersen and Bollerslev (1997) for an in depth analysis of intraday periodicity.
10For the ease of exposition no log returns are used. However, using log returns would not

raise any substantial problems.
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is clear from the preceeding argument in the context of standard GARCH-type

models the price intensity is considered deterministic and constant over all t:

�
2
t;(r) = Er

�
r
2
t jXt�1

� 1

�t
(2)

In order to account for seasonalities some modi�cations are needed. This can

be done by an inclusion of particular explanatory variables Xt as suggested by

Andersen and Bollerslev (1997), see also section 3.2, by the introduction of time

varying coeÆcients as in Bollerslev and Ghysels (1996), or by the introduction of

concepts of time deformation in the spirit of Dacorogna, Gauvreau, M�uller, Olsen,

and Pictet (1996). Such a procedure, however raises the question of an optimal

aggregation level as a major problem which has to be solved before estimators of

this type can be used for risk assessment. Evidently, there are two main sources of

errors introduced. First, it is an unresolved issue what the criteria of optimality

are for the determination of the aggregation level. See the discussion of Andersen

and Bollerslev (1998a) in the context of a continuous time DGP. Second, it is

far from clear what kind of bias is introduced by a constant aggregation level

particularly for assets having a 'liquidity life cycle' as is the case for a future.

Some models specify indeed a bivariate process, which accounts for the sto-

chastic nature of both, the process of price changes and the process of price

intensities. These speci�cations allow volatility estimates on the basis of the bi-

variate distribution. With the random variable d(t) := p(t) � p(t � 1) we have

thus

�
2
t;(d;�t) = Ed;�t

�
1

�t
� d(t)2jXt�1

�
1

p(t� 1)2
:(3)

The limitation of these models to the analysis of price changes d(t) is standard

and not substantial, considering that these models are usually estimated on the

basis of transaction data. Furthermore, it does not limit the applicability given

that this factor can be recovered ex post. Having already emphasized that these

models are based on transaction data the process of returns, or price changes has

a peculiar property which needs to be accounted for. Price changes take on only

a few di�erent values depending on the tick size and liquidity of the traded asset.
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For an analysis of the e�ects of neglected discreteness see Harris (1990), Gottlieb

and Kalay (1985), or Ball (1988). Most models concentrating on the bivariate

process account explicitly for those market microstructure e�ects, like Russell

and Engle (1998) or Rydberg and Shephard (1999). Ghysels and Jasiak (1997)

and Grammig and Wellner (1999) analyze a bivariate process including returns

in a GARCH speci�cation which accounts explicitly for the stochastic nature of

the price intensity. Nevertheless they refrain from taking market microstructure

e�ects into account. However, the forementioned procedures yield valuable infor-

mation for the analysis of market microstructure but are of limited use for risk

assessment since it is a tedious task to aggregate these models to obtain a valid

risk estimator and again, the results of these models mainly re
ect the structure

of the price process as measured from one transaction to the next, but yield only

a limited amount of information for the overall risk of a series.

In the context of the model we propose, we start with the assumption that a

decision maker in need of a risk measure is indeed able to express the size of a

signi�cant price change. We call this size �. Using this � in the given context

we recognize that the risk measure boils down to the question of how long it

might take to realize this signi�cant price change, i.e. the empirical analysis of

�rst passage times. The bivariate distribution of r and �t is no longer of interest

since r is reduced to the ratio of a constant and a conditionally deterministic

variable. Note that �t is rede�nde as the duration to complete a price change of

size �. So, we can formulate a conditional volatility �
�2(tjXt) per time as11

�
�2
t;(�t) = E�t

�
1

�t
jXt�1

��
�

p(t� 1)

�2

(4)

= �
2
t �

1

p(t� 1)2
:(5)

This procedure has a second signi�cant bene�t that for typical values of � a data

dependent aggregation scheme is obtained, which rids the researcher of many

market microstructure e�ects which are a nuisance in the analysis of risk.

�
2
t stands for the conditional volatility of price changes from which the condi-

tional volatility of returns can easily be recovered (eq. 5). For ease of exposition

11For a similar speci�cation of a marginal volatility see Engle and Russell (1998).
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and without implying a limitation of the suggested procedure, only the volatility

of price changes is considered from here on. Xt�1 includes the covariates' infor-

mation up to time t�1, � is the size of price changes being analyzed, and p(t�1)

the price at time t� 1.

3. The econometric approach

Our strategy of volatility estimation is based on the time between certain

price events. Thus, it is necessary to model the rate of price changes, i.e. the

price intensities. This rate of price changes allows us to measure the speed of

price adjustments (see also Engle and Russell (1997)). Furthermore, it provides

valuable insights into the information content of price durations. If one inves-

tigates durations in �nancial markets one has to account for the occurrence of

event clustering. Short respectively large durations are followed by durations of

the same kind which has already been found in di�erent empirical investigations

(see e.g. Engle and Russell (1995), Engle and Russell (1997), Engle and Russell

(1998), Bollerslev and Domowitz (1993), or Andersen and Bollerslev (1997)). To

take into account autocorrelations between durations, Engle and Russell propose

the Autoregressive Conditional Duration (ACD) model which speci�es the time


ow directly via an autoregressive process. This type of models is based on the

expected duration between events. By dividing each duration by their condi-

tional expectation capturing the past trading history, 'standardized' durations

are obtained which are assumed to be i.i.d. The work of Engle and Russell was

the starting point for a wide range of investigations in the class of ACD models.

Ghysels and Jasiak (1997) combine the ACD and GARCH models by a joint

structure of the volatility of the price process and the durations. Bauwens and

Giot (1998b) introduce a logarithmic ACD model which allows for more 
exibil-

ity. Furthermore they propose an extension of the ACD model by considering

the state of prices at hte beginning and the end of each duration (Bauwens and

Giot (1998a)). Grammig, Hujer, Kokot, and Maurer (1998) develop a further

member of the class of ACD models by proposing an approach which is based

on the Burr-distribution. By assuming that the 'standardized' durations follow a
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Burr-distribution the Burr-ACD model nests the Exponential-ACD (EACD) and

Weibull-ACD (WACD) model as special cases. Jasiak (1999) proposes a frac-

tional ACD model to account for longer run dependencies potentially contained

in the data.

However, these higly versatile ACD models cannot be directly applied to the

given problem for two reasons. First, by the de�nition our spells may extend over

one day. The non-trading period overnight introduces a strong structure on our

data which needs to be accounted for. Second, some spells are 'pseudo-censored',

i.e. we may know exactly when they started, but we do not know exactly when

they were �nished, we can just be sure that a price change occured overnight.

To take into account these grouping structures of durations we employ a model

for grouped durations. The speci�cation is based on the approaches of Han and

Hausman (1990) and Meyer (1990) and allows the simultaneous estimation of

the coeÆcients of explanatory variables and of a nonparametric baseline survivor

function. By examining the intraday and interday transaction price process we

de�ne ti; i = 1; : : : ; N as the recorded timing of transactions with price events12

and �ti = ti� ti�1 the duration between these price events, which is assumed to

be a random variable following a nonspeci�ed distribution. The model is based

on the proportional hazard speci�cation of Cox (1972):

�(�tijXi) = �0(�ti)exp(�X
0

i�);(6)

where Xi denotes a R�1-vector of covariates, � a R�1-vector of coeÆcients and

�0 a nonspeci�ed baseline hazard rate corresponding to the hazard rate measured

at Xi = 0. Following Kiefer (1988) or Han and Hausman (1990) the proportional

hazard model admits a convenient interpretation as a linear model

�i = X
0

i� + ei;(7)

where

�i � ln[�0(�ti)]

12A price event is the time it takes the process to realize a signi�cant price change. See

section 4 for details.



10 F. GERHARD AND N. HAUTSCH

and �0(�ti) denotes the integrated baseline hazard. In this speci�cation the error

term ei follows an extreme value distribution of type 1 13 and does not depend

on �0(�ti). For the error terms conditional independence is assumed, given the

covariates Xi.

Using (7) as latent model the speci�cation corresponds to an ordered response

model. A semiparametric baseline hazard is obtained which can be calculated by

the estimated thresholds of the categories. We partition the durations in K + 1

categories, where we use the durations �tk; k = 1; : : : ; K as category bounds.

The thresholds of the latent model are de�ned by

Æk � ln[�0(�tk)]:(8)

The conditional probability of failure, i.e. the occurrence of a trade, in category

k, conditioned on Xi is

Pr

�
�tk�1 < �ti � �tkjXi

�
=

Æk�X
0

i�Z
Æk�1�X

0

i�

f(s)ds;(9)

where f(s) denotes the density function of the extreme value distribution.

It has to be taken into account that a price change which occurs within the

night cannot be measured exactly because the exact timing of the event is not

observable. We only can observe the time from the previous price change until

the close which is the minimum of the real price intensity. The price change is

observable at the earliest at the opening of the next trading day, hence the time

from the last price event at the previous trading day until the next morning is

the maximal price intensity. We denote such observations as 'pseudo-censored'

observations, for which only a lower bound, �tmin and an upper bound �tmax can

be recorded. Using an indicator variable ci, denoting the occurrence of pseudo-

censored observations,

ci =

�
1 ; �ti 2 [�tmin;i; �tmax;i]

0 ; else;

and de�ning Æj � ln[�0(�tj)]; j 2 fl; ug as the thresholds so that �tl (�tu) is

the lower (upper) bound of the category containing �tmin;i (�tmax;i). The log

13See Johnson, Kotz, and Balakrishnan (1994).
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likelihood function takes the form

l(�; Æ) =

NX
i=1

KX
k=1

1f�ti 2 (�tk�1;�tk]g ln

Æk�X
0

i�Z
Æk�1�X

0

i�

f(s)ds+

NX
i=1

ci ln

Æu�X
0

i�Z
Æl�X

0

i�

f(s)ds:

(10)

In this formula the last term denotes the probability to observe a pseudo-censored

price intensity between the observable lower and upper duration bound.

The semiparametric baseline survivor function can be directly obtained through

the estimated thresholds. It can be calculated at k discrete points by

S0(�tk) = exp(�exp(Ætk)); k = 1; : : : ; K:(11)

Furthermore, this model allows to account for unobservable heterogeneity e�ects.

Lancaster (1979) and Heckman and Singer (1984) show that ignoring unobserved

heterogeneity can lead to biased estimates of the hazard function. Lancaster

(1994) shows that the speci�cation of unobservable heterogeneity in the hazard

function can capture errors in recorded durations or regressors.

In econometric duration literature two main directions exist concerning the im-

plementation of unobservable heterogeneity. Heckman and Singer (1984), Honore

(1990) and Bearse, Canals, and Rilstone (1994) use nonparametric speci�cations

for heterogeneity e�ects, but also need parametric forms for the baseline hazard

rate. On the other hand, Cox (1972), Kiefer (1988), Han and Hausman (1990) and

Meyer (1990) include non-parametric baseline hazards but specify unobservable

heterogeneity parametrically14.

Along the lines of Han and Hausman (1990) we specify heterogeneity e�ects

using a parametric form by a random variable which enters the hazard function

multiplicatively. An important advantage of this approach is that the survivor

function of the compounded model can be calculated in closed form and that it

does not require numerical integration. Including a gamma distributed random

variable ! with E[!] = 1 and V ar[!] = �
�1 which acts multiplicatively with the

hazard function, a mixed proportional hazard model is obtained. It is assumed

14An (1998) proposes consistent estimators for grouped durations which allow both the

baseline hazard function and the distribution of the unobserved heterogeneity to be 
exible.
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that ! is independent of Xi. Given the covariates and unobservable heterogeneity

e�ects, the conditional hazard is equal to

�(�tijXi; !) = �0(�ti)exp(�X
0

i�) � !i; i = 1; : : : ; N:(12)

This mixture duration model also can interpreted as a linear model15

�i = X
0

i� + ln(�)� ei;(13)

where ei follows an BurrII(�) distribution16. The baseline survivor function is

obtained by

S0(�tk) =
1

[1 + exp(Æk � ln(�))]�
; k = 1; : : : ; K:(14)

It is easily shown that this model converges to an extreme value distribution if

�
�1 = V ar(!) ! 0. Hence, if no unobservable e�ects exist, the compounded

model corresponds to the extreme value speci�cation in eq. (7).

The use of the described model of grouped durations becomes apparent, if one

reformulates �2(tjXt�1) as

�
2(tjXt�1) = �

2

K+1X
k=1

Prob
�
�t 2 [�tk�1;�tk) jXt�1

�

� E

�
1

�t

�����t 2 [�tk�1;�tk);Xt�1

�
(15)

and notes that in the context of grouped durations the approximation

E

�
1

�t

�����t 2 [�tk�1;�tk);Xt�1

�
� E

�
1

�t

�����t 2 [�tk�1;�tk)

�

must be valid so that there is an obvious sample estimator for the second factor in

the weighted sum of eq. (15). This does not exclude the conditioning information,

but merely expresses the fact that all information contained in the explanatory

variables enters only the �rst factor Prob
�
�t 2 [�tk�1;�tk) jXt�1

�
for which

an estimator is readily available using the grouped proportional hazard model,

cf. (eq. 9).

An important assumption in this ordered response approach is the conditional

independence of the error terms. All serial dependence has to be captured by

the Xi leading to conditionally i.i.d. error terms.To check for this assumption we

15For details see Hautsch (1999).
16See Johnson, Kotz, and Balakrishnan (1994).
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use the concept of generalized residuals proposed by Gourieroux, Monfort, and

Trognon (1987) to obtain a test for serial correlation based on the extreme value

distribution.17

To check the goodness of �t of the regression we use the pseudo-R2 proposed

by McKelvey and Zavoina (1975).

4. Data

4.1. The Generation of Price Events. Our sample contains intraday data

of the LIFFE Bund Future trading. Within the observation period the Bund

Future was one of the most actively traded future contracts in Europe and was a

notional 6% German government bond of DEM 250.000 face value which matured

in 8.5 to 10.5 years at contract expiration. There were four contract maturities

per year, March, June, September and December. Prices were denoted in basis

points of face value, thus one tick was equivalent to a contract value of DEM

25. This study uses data on 11 contracts and 816 trading days between 5/9/94

and 6/5/97 with a total of 2,054,807 transactions which amounts to about 2,500

transactions per day.

The dataset contains time stamped prices, bids, asks and volumes associated

with the transaction. The price series consists of N arrival times and N prices

f(t1; p1); : : : ; (tN ; tpN)g. From these pairs price durations are obtained by thin-

ning the process and selecting only some of the pairs. Thus, waiting times be-

tween price changes are obtained by the time between the points which are kept.

Similar to Engle and Russell (1997) the retained series can be de�ned formally

as follows:

1. Retain the �rst point of the point process (point 1).

2. Retain point j > 1 if abs(pj � pr) > �, where r is the index of the most

recent retained point.

� is constant and can be chosen arbitrarily. In the empirical analysis we use values

of � 2 f5; 10; 15; 20g, corresponding to 27621, 7314, 3458, and 2159 observations

17For details see Hautsch (1999), who provided a test for serial correlation based on the

BurrII distribution.
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(see table 1 for details). We consider price events occurring within the �rst 5

minutes of a trading day to be price changes which occurred overnight. Note

that we do not use the �rst 10 minutes of a trading day to avoid the special

opening phase. This is reasonable because at LIFFE trading often shows erratic

price changes whithin the �rst trading minutes which even out just after a few

transactions. These price changes are due to the price �nding process at the

opening of each trading day which is based on news releases occuring overnight.

We assume that price events occurring after the �rst 15 minutes of one trading day

are driven by recent information, thus, for these observations the exact waiting

time can be measured. Figure 1 shows the arrival times of three transactions

occuring on di�erent trading days. Thus, based on �gure 1, the 'pseudo-censored'

duration between A and B is at least 15 minutes and at most 15 hours and 30

minutes, whereby the waiting times between A and C are exactly 16 hours.

-

A B C

time
17:00 17:15 08:30 08:40 08:45 09:00

night

Figure 1: Recorded arrival times of price changes which occur overnight.

By using 5, 10, 15 and 20 tick durations we obtain 680, 516, 372, and 267 'pseudo-

censored' durations.

The dependent variable is obtained from the categorized price durations. We

choose a categorization which ensures satisfactory frequencies of observations in

each category. We divide one trading day, corresponding to 8 hours 45 minutes,

in 12 categories and the following trading day in two categories. Table 2 and 3

in the appendix show the categorization and the distribution of the categorized

durations for the di�erent price changes.

4.2. The Inclusion of Seasonalities. Intradaily seasonalities of the volatility

are a well known problem in empirical research of market microstructure, see
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e.g. Wood, McInish, and Ord (1985) or M�uller, Dacorogna, Dave, Olsen, Pictet,

and Weizs�acker (1997). Engle and Russell (1997) present strong empirical evi-

dence for seasonalities in price durations. One solution is to generate seasonally

adjusted series by partialling out the time-of-day e�ects. Engle and Russell (1997)

regress the duration on a function of the time and obtain an estimator of the typi-

cal shape. By dividing the durations by their estimated typical shape they obtain

the seasonally adjusted series.

Here, a Fourier series approximation proposed by Andersen and Bollerslev

(1998b) based on the work of Gallant (1981) is employed. This framework al-

lows for a direct but parsimonious assessment of the volatility patterns based on

di�erent frequencies, like intraday seasonalities in contrast to time to maturity

seasonalities. Additional regressors of the form t
�, cos(t� � 2�p), and sin(t� � 2�p)

are included in the regression, where t� 2 [0; 1] and p is identical with the order

of the term. The total e�ect of seasonalities with coeÆcients Æ1, Æc;p, and Æs;p and

order of approximation P is given by

s(Æ; t�; P ) = Æ1 � t
� +

PX
p=1

(Æc;p cos(t
�

� 2�p) + Æs;p sin(t
�

� 2�p)) :(16)

For the analysis of intraday seasonalities

t
�

1 =
seconds since 8:45

seconds between 8:45 and 17:15
(17)

is used as a reference and for the analysis of time to maturity e�ects

t
�

2 =
days to maturity

160
:(18)

By using terms up to order 5 it is posssible to estimate volatility patterns on

di�erent frequency levels. The days to maturity regressors are based on a sample

length of 160 days. To account for observations with values of more than 160

days to maturity we include a dummy variable.

5. Empirical Findings

5.1. Estimation Results. Tables 4-7 in the appendix give the results for the

duration estimation using 5,10,15 and 20 tick price changes. For each tick size we

estimate three speci�cations, one model without any explanatory variables (A),
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one regression only with intraday seasonalities (B) and one speci�cation with all

seasonalities (C).

For all four di�erent price durations it is shown that the goodness of �t is sig-

ni�cantly improved by the inclusion of time to maturity seasonalities. Looking at

the pseudo R2 values one can see that the explanatory power of the days to matu-

rity seasonalities seems to increase for larger price changes while the explanatory

power of included intraday patterns seem to decrease slightly. Hence, the larger

the analyzed price changes the higher the impact of the lower frequent days to

maturity seasonality e�ects while the strength of intradaily patterns weakens.

Most of the intraday and days to maturity seasonalities' coeÆcients are signif-

icant on a 5% level, whereas the signi�cance decreases slightly for higher price

changes caused by smaller sample sizes.

Based on all analyzed price durations we �nd very similar results for the esti-

mated coeÆcients, i.e. seasonal patterns seem not to depend on the chosen price

event18.

Table 8 gives the calculated values of the baseline survivor function S0 and the

conditional probabilities ��0 for the occurrence of an event in a certain category

based on the estimated thresholds for 15 tick and 20 tick durations.19 Note that

this discrete baseline hazard rate �0(�tk) is evaluated as

�0(�tk) =
S0(�tk)� S0(�tk+1)

S0(�tk)
�

1

�tk+1 ��tk

; k = 1; : : : ; K;

so that the resulting values are only comparable if the width of the categories

are identicaly. Thus, it is reasonable to use the conditional 'failure probability',

which can be interpreted directly as a risk measure,

�
�

0(�tk) = P (�tk � �ti < �tk+1j�ti � �tk) =
S0(�tk)� S0(�tk+1)

S0(�tk)
:(19)

It is shown that the baseline survivor function based on 15 tick price durations

decreases faster than for 20 ticks due to the fact that 20 tick price durations are

18Note that with the proportinal hazard speci�cation of eq. 6, we have

@�(�tijXi)=@Xi = ��, i.e. a positive sign indicates higher durations and thus lower

volatilities.
19These baseline functions are calculated based on mean values for all explanatory variables,

i.e. they correspond to the baseline survivor functions and conditional probabilities for an

'average' observation.
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larger. The probabilities for surviving certain time horizons are also higher. This

feature is also re
ected in the corresponding baseline failure probabilities leading

to lower values for the 20 tick price durations. By analyzing these values it has

to taken into account that the particular interval lengths di�er. The wider the

categories, the higher must be the conditional failure probabilities. Nevertheles

these values can be used to quantify the risk for price changes within certain time

intervals and can be used as risk measures.

5.2. Seasonalities over the Future's Maturity. A reasonable interpretation

of the days to maturity seasonalities requires looking at all regressors within

the Fourier series approximation20. Based on this 
exible form we calculate the

price change volatility �
2(tjXt) based on all signi�cant (5% level) coeÆcients.

Figure 2 shows the pattern of �2(tjXt) depending on the time to maturity for 20

tick price changes, while the intraday seasonal coeÆcients are �xed on a value

corresponding to 14:00.

We �nd the highest peak at a position of about 90 days until maturity. In the

Bund Future market there are expiration days every three months. These high

trading activities are caused by the roll-over from the previous contract to the

front month contract and might thus indicate a special type of liquidity e�ect.

The highest volatility values are found within a time horizon between 80 and 90

days to maturity followed by a decreasing pattern which might be explained by

the beginning of the next roll-over period from this contract to the following front

month contract or the fact that the stochastic properties of the future converge

to the underlying asset with decreasing time to maturity.

The results found for 20 tick price changes can be con�rmed by analyzing the

volatility patterns based on the other price change durations. For all samples

we �nd a signi�cant peak at approximately 90 days with a somewhat decreasing

shape at the end of the Future's maturity.

5.3. Intraday Seasonalities. Figure 3 depicts the seasonal patterns of the in-

traday price change volatility for a �xed time to maturity of 16 days based on

20The interpretation of single coeÆcients is not reasonable because the seasonality patterns

are based on the sum of all included terms.
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20 tick price durations. The �gures indicate a volatility shape with an increasing

pattern after the opening, a low volatility at 12:00 and further peaks at 13:00

and 14:30. Thus, after the opening the volatility increases and remains almost

constant within the morning. At 12:00 there is a lunch break which reduces the

volatility. After the lunch break a signi�cant increasing volatility pattern is ob-

servable, followed by a little 'dip' at 13:30. Before the beginning of U.S. trading

at 14:30 market participants seem to reduce their trading activites and 'wait'

for news from American traders which enter the market at this point in time.

Furthermore, the beginning of U.S. trading at 14:30 has a strong impact on the

price change volatility, indicated by the highest volatility level on the trading

day. After that the volatility strongly decreases until 15:30.

By investigating other price durations we are con�rming these results. All

volatility patterns indicate intradaily seasonalities with a signi�cant 'dip' at the

lunch break and a peak at 14:30. Hence, these results seem to be robust and do

not depend on the chosen price event and, thus, the aggregation level.

5.4. Serial Correlation and Heterogeneity. To check for misspeci�cation

due to serial dependence in the error terms we use a test on serial correlation

based on Gourieroux, Monfort, and Trognon (1987). Tables 9-11 show the test

statistics based on the regressions for 5, 10, 15 and 20 tick durations for all three

models A,B and C. Comparing the test statistics of the di�erent speci�cations

it is apparent that the intraday and days to maturity seasonalities capture serial

correlation structures. Thus, serial dependencies are also caused by seasonalities

on di�erent frequency levels. This con�rms the results of Engle and Russell

(1997) who also show that serial correlation in price durations can be reduced by

seasonal adjustments.

Furthermore, we �nd that the test statistics are lower for larger price changes

considered, i.e. the larger the investigated price durations the weaker the cluster-

ing structures. Based on 5 tick price changes we �nd extremely high test statistics

for all three speci�cations indicating the existence of serial correlations. While

for 10 tick price changes (speci�cation C) slight serial dependencies in the errors
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are found, these e�ects diminish for 15 ticks and 20 ticks. Furthermore, these

results support the assumption of conditional independence of the error terms

given the covariates.

To check for unobservable heterogeneity e�ects, we also examine a gamma

compounded hazard model (see table 12). Heterogeneity increases the larger the

price changes. For 20 ticks we �nd for the heterogeneity variance a value of

0.9048, i.e. this speci�cation almost corresponds to an ordered logit approach 21.

The increasing heterogeneity e�ects may be caused by the stronger impact of

unobservable news e�ects. The relative importance of macro news which is not

captured by explanatory variables increases the larger the analyzed price changes

and, also, the smaller the sample size. This feature coincides with the results of

Hautsch (1999) who obtained only very small heterogeneity e�ects by analyzing

transaction data. Preliminary studies on the basis of individual contracts support

the hypothesis that unobservable heterogeneity is caused by news e�ects. This

is clearly an issue for further research. A thorough analysis is clearly beyond the

scope of this paper.

To check the impact of heterogeneity we also estimate volatilities based on

the regressions of table 12. The �gures 4 and 5 show the resulting volatility

patterns. Due the additional heterogeneity the intradaily and time to matu-

rity seasonality patterns are more pronounced, while the fundamental pattern is

nearly una�ected. This indicates that the estimated volatilities are very robust

against misspeci�cations.

6. Conclusions

This paper investigates the use of price intensities to estimate volatilities based

on high-frequency transaction data. In this context we analyze the durations

between signi�cant price events. These price events are de�ned as the time it

takes to complete a price change of a certain tick size which is exogeneously

given. Such durations allow us to measure the speed of price adjustments so

that the conditional probability for a price change in a certain time interval

21Note that the BurrII(1) distribution corresponds to the logistic distribution.
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can be interpreted as a risk measure. Using these price durations in order to

estimate volatilities solves the problem of an appropriate aggregation level by

de�ning explicitly the event of interest, hence, the frequency of observations is

determined automatically by the de�nition of the price event.

The fact that the LIFFE Bund Future market is not open 24h a day leads to a

grouping of the durations since price events occuring overnight are not observable.

For this reason we use a categorical model based on Han and Hausman (1990).

Duration categories are considered, where the log likelihood is evaluated by using

di�erences in the survivor function. This model allows us to take into account

price changes occurring overnight which can not be measured exactly. We only

know when the spells started, but do not know exactly when they were �nished.

Thus, only a lower and an upper bound of the duration is obtained.

We use a dataset containing LIFFE Bund Future transactions of 11 contracts.

To take intraday seasonalities and time to maturity seasonalities into account

we include a Fourier series approximation proposed by Andersen and Bollerslev

(1998b) which allows for an assessment of volatility patterns based on di�erent

frequencies.

It is shown that the goodness of �t is signi�cantly improved by the inclusion

of time to maturity seasonalities, where the explanatory power of these variables

seem to increase the larger the analyzed price durations are. Estimated thresholds

allow us to calculate the conditional probabilities for the occurrence of a price

event within a certain time horizon.

We �nd a signi�cant peak in the volatility around 90 days to maturity, caused

by the roll-over from the previous contract to the front month contract. The

shape of intraday price change volatilities provides empirical evidence for the

well-known daily trading patterns with an increasing pattern after the opening,

a decreasing volatility at the lunch break and a signi�cant peak at the opening

of U.S. trading at 14:30.

To check for misspeci�cation due to serial correlation in the error terms we

use a test based on generalized residuals. Two main results are obtained: First,

intraday and days to maturity seasonalities play an important role by capturing
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serial dependencies. Second, we �nd strong serial correlations for lower price

durations which diminish the larger the exogeneous size of price changes is. For

15 and 20 ticks no empirical evidence for the existence of serial correlation is

found.

The inclusion of unobservable heterogeneity allows us to check for misspeci�ca-

tions like missing variables or errors in the dependent and independent variables.

It can be seen that heterogeneity increases the larger the analyzed price changes

are. This may be caused by stronger impacts of unobservable news e�ects in

the context of smaller sample sizes. The analysis of these potential news e�ects

indicates a promising avenue of further research.
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Appendix A. Empirical Results

A.1. Descriptive Statistics.

Table 1. Number of observations per contract and overall ob-

servations. Number of pseudo-censored observations per contract

and overall. Based on BUND futures trading at LIFFE, London.

5 Ticks 10 Ticks 15 Ticks 20 Ticks

Contract Obs. Cens. Obs. Cens. Obs. Cens. Obs. Cens.

obs. obs. obs. obs.

1 3849 65 1067 54 488 38 334 30

2 2185 55 557 40 284 27 166 16

3 2573 61 655 51 313 38 184 26

4 2616 63 704 52 311 33 203 31

5 1929 65 482 39 215 24 136 15

6 3033 65 777 55 376 41 224 28

7 2738 66 752 59 365 38 230 28

8 1648 57 458 39 214 30 124 16

9 1894 60 479 39 225 28 136 21

10 2642 61 727 43 353 39 206 23

11 2514 62 656 49 314 36 216 33

Total 27621 680 7314 516 3458 372 2159 267

Table 2. Distribution of categorized price durations based on 5

tick and 10 tick price changes. Based on BUND futures trading

at LIFFE, London. Means and Standard Deviations in Seconds.

Distribution of the lower bounds of pseudo-censored durations.

5 Ticks 10 Ticks

Categories Obs Mean Std.Dv. Cens Obs Mean Std.Dv. Cens

[0 ,2min] 4595 1.02 0.57 103 297 0.98 0.56 24

(2min ,4min] 3967 2.94 0.57 92 251 3.01 0.59 18

(4min ,8min] 5118 5.84 1.14 113 482 6.08 1.14 43

(8min ,12min] 3188 9.87 1.13 102 441 9.99 1.16 42

(12min,20min] 3610 15.53 2.31 106 848 15.07 2.27 53

(20min,30min] 2226 24.40 2.89 71 748 24.71 2.88 65

(30min,1h] 2350 41.63 8.44 66 1306 43.10 8.50 133

(1h ,2h] 1113 81.88 16.24 11 1096 84.31 17.09 69

(2h ,3h] 324 144.75 17.52 3 464 144.74 16.86 31

(3h ,4h] 155 206.72 16.70 1 267 206.82 17.66 5

(4h ,6h] 130 290.26 37.08 7 297 290.83 35.33 11

(6h ,8h 45min] 84 438.60 51.58 5 193 430.51 49.17 22

(8h 45min,17h 15min] 78 681.71 128.27 0 105 679.68 121.66 0

(17h 15min ,1) 3 1065.13 23.88 0 3 1065.13 23.88 0

total 26941 21.79 55.82 680 6798 81.69 122.83 516
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Table 3. Distribution of categorized price durations based on

15 tick and 20 tick price changes. Based on BUND futures trading

at LIFFE, London. Means and Standard Deviations in Seconds.

Distribution of the lower bounds of pseudo-censored durations.

15 Ticks 20 Ticks

Categories Obs Mean Std.Dv. Cens Obs Mean Std.Dv. Cens

[0 ,2min] 44 0.97 0.50 8 18 0.76 0.39 5

(2min ,4min] 41 2.98 0.54 6 11 2.63 0.64 2

(4min ,8min] 82 5.92 1.16 11 32 6.00 1.14 4

(8min ,12min] 89 10.15 1.19 13 24 10.42 1.20 9

(12min,20min] 173 16.15 2.33 27 69 16.06 2.39 15

(20min,30min] 210 25.02 2.92 42 67 25.05 3.11 25

(30min,1h] 527 44.47 8.63 70 228 44.68 8.25 40

(1h ,2h] 590 85.79 16.88 75 324 88.83 16.99 57

(2h ,3h] 307 147.83 16.67 28 211 150.35 15.90 28

(3h ,4h] 233 207.87 17.83 9 144 206.69 17.15 13

(4h ,6h] 339 295.46 33.89 26 258 298.49 35.91 18

(6h ,8h 45min] 285 437.60 47.77 57 266 439.21 47.73 51

(8h 45min,17h 15min] 163 669.43 120.67 0 237 685.58 131.70 0

(17h 15min ,1) 3 1065.13 23.88 0 3 1065.13 1040.95 0

total 3086 166.83 180.85 372 1892 244.97 224.01 267
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A.2. Five Tick Price Changes.

Table 4. Estimation of proportional hazard models for grouped

durations and McKelvey-Zavoina's pseudo R
2 statistic. Based

on BUND futures trading at LIFFE, London using 5 tick price

changes. 27,621 observations. P-values based on asymptotic t-

statistics.

A B C

Variable Coe�. p-value Coe�. p-value Coe�. p-value

Thresholds

�1 �1:7000 0:0000 �1:8179 0:0000 �2:5054 0:0000

�2 �0:9846 0:0000 �1:0945 0:0000 �1:7725 0:0000

�3 �0:3675 0:0000 �0:4671 0:0000 �1:1297 0:0000

�4 �0:0395 0:0000 �0:1310 0:0000 �0:7798 0:0000

�5 0:3339 0:0000 0:2560 0:0000 �0:3666 0:0000

�6 0:5915 0:0000 0:5273 0:0000 �0:0644 0:0004

�7 0:9438 0:0000 0:9056 0:0000 0:3950 0:0000

�8 1:1919 0:0000 1:1723 0:0000 0:7755 0:0000

�9 1:2942 0:0000 1:2786 0:0000 0:9513 0:0000

�10 1:3402 0:0000 1:3247 0:0000 1:0339 0:0000

�11 1:3922 0:0000 1:3753 0:0000 1:1268 0:0000

�12 1:6445 0:0000 1:6211 0:0000 1:6178 0:0000

Intraday Seasonalities

Æ1 0:4109 0:0000 0:4825 0:0000

Æs;1 0:3712 0:0000 0:4374 0:0000

Æs;2 0:0115 0:1832 0:0290 0:0212

Æs;3 �0:0232 0:0134 �0:0216 0:0305

Æs;4 0:1087 0:0000 0:1113 0:0000

Æs;5 �0:0548 0:0000 �0:0619 0:0000

Æc;1 �0:1836 0:0000 �0:2047 0:0000

Æc;2 0:1089 0:0000 0:1307 0:0000

Æc;3 �0:0258 0:0023 �0:0117 0:1162

Æc;4 0:0732 0:0000 0:0949 0:0000

Æc;5 0:0936 0:0000 0:1040 0:0000

DTM Seasonalities

Æ
�

1 1:4047 0:0000

Dummy>160 1:8807 0:0000

Æ
�

s;1 �0:4958 0:0000

Æ
�

s;2 �0:2454 0:0000

Æ
�

s;3 �0:0522 0:0143

Æ
�

s;4 �0:2023 0:0000

Æ
�

s;5 0:0319 0:0043

Æ
�

c;1 0:6401 0:0000

Æ
�

c;2 �0:1989 0:0000

Æ
�

c;3 0:0453 0:0196

Æ
�

c;4 �0:1042 0:0000

Æ
�

c;5 �0:1136 0:0000

McKelvey-Zavoina's ps. R2

0:0000 0:0819 0:1350
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A.3. Ten Tick Price Changes.

Table 5. Estimation of proportional hazard models for grouped

durations and McKelvey-Zavoina's pseudo R
2 statistic. Based on

BUND futures trading at LIFFE, London, using 10 tick price

changes. 7,314 observations. P-values based on asymptotic t-

statistics.

A B C

Variable Coe�. p-value Coe�. p-value Coe�. p-value

Thresholds

�1 �3:1826 0:0000 �3:2662 0:0000 �3:7269 0:0000

�2 �2:5492 0:0000 �2:6293 0:0000 �3:0867 0:0000

�3 �1:8768 0:0000 �1:9540 0:0000 �2:4059 0:0000

�4 �1:4807 0:0000 �1:5561 0:0000 �2:0033 0:0000

�5 �0:9418 0:0000 �1:0142 0:0000 �1:4517 0:0000

�6 �0:5827 0:0000 �0:6511 0:0000 �1:0790 0:0000

�7 �0:0530 0:0004 �0:1080 0:0000 �0:5118 0:0000

�8 0:3524 0:0000 0:3237 0:0000 �0:0377 0:0724

�9 0:5395 0:0000 0:5297 0:0000 0:2026 0:0000

�10 0:6518 0:0000 0:6524 0:0000 0:3507 0:0000

�11 0:7959 0:0000 0:8074 0:0000 0:5469 0:0000

�12 0:8603 0:0000 0:8773 0:0000 0:6417 0:0000

�13 1:2800 0:0000 1:3242 0:0000 1:3031 0:0000

Intraday Seasonalities

Æ1 0:8786 0:0000 0:9176 0:0000

Æs;1 0:5334 0:0000 0:5697 0:0000

Æs;2 �0:0226 0:1598 �0:0251 0:1385

Æs;3 0:0052 0:3974 �0:0144 0:2334

Æs;4 0:0601 0:0008 0:0361 0:0268

Æs;5 �0:0481 0:0074 �0:0884 0:0000

Æc;1 0:0397 0:0179 0:1170 0:0000

Æc;2 0:1244 0:0000 0:1554 0:0000

Æc;3 �0:0065 0:3592 0:0211 0:1156

Æc;4 0:0986 0:0000 0:1150 0:0000

Æc;5 0:1044 0:0000 0:1053 0:0000

DTM Seasonalities

Æ
�

1 1:3360 0:0000

Dummy>160 1:7803 0:0000

Æ
�

s;1 �0:2598 0:0028

Æ
�

s;2 �0:1967 0:0001

Æ
�

s;3 �0:0144 0:3498

Æ
�

s;4 �0:1353 0:0000

Æ
�

s;5 0:0160 0:2396

Æ
�

c;1 0:5525 0:0000

Æ
�

c;2 �0:1287 0:0000

Æ
�

c;3 0:0173 0:2860

Æ
�

c;4 �0:0617 0:0151

Æ
�

c;5 �0:0612 0:0043

McKelvey-Zavoina's ps. R2

0:0000 0:0541 0:1713
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A.4. Fifteen Tick Price Changes.

Table 6. Estimation of proportional hazard models for grouped

durations and McKelvey-Zavoina's pseudo R
2 statistic. Based on

BUND futures trading at LIFFE, London, using 15 tick price

changes. 3,458 observations. P-values based on asymptotic t-

statistics.

A B C

Variable Coe�. p-value Coe�. p-value Coe�. p-value

Thresholds

�1 �4:3773 0:0000 �4:4356 0:0000 �4:7968 0:0000

�2 �3:7008 0:0000 �3:7575 0:0000 �4:1169 0:0000

�3 �3:0051 0:0000 �3:0599 0:0000 �3:4166 0:0000

�4 �2:5598 0:0000 �2:6135 0:0000 �2:9678 0:0000

�5 �2:0086 0:0000 �2:0617 0:0000 �2:4119 0:0000

�6 �1:5689 0:0000 �1:6222 0:0000 �1:9681 0:0000

�7 �0:8716 0:0000 �0:9228 0:0000 �1:2568 0:0000

�8 �0:3808 0:0000 �0:4207 0:0000 �0:7345 0:0000

�9 �0:1671 0:0000 �0:1950 0:0000 �0:4932 0:0000

�10 �0:0159 0:2481 �0:0344 0:0911 �0:3184 0:0000

�11 0:2196 0:0000 0:2161 0:0000 �0:0367 0:1429

�12 0:3553 0:0000 0:3649 0:0000 0:1418 0:0000

�13 0:9534 0:0000 1:0208 0:0000 0:9854 0:0000

Intraday Seasonalities

Æ1 1:0523 0:0000 1:0776 0:0000

Æs;1 0:4599 0:0000 0:4310 0:0000

Æs;2 �0:0546 0:0593 �0:0703 0:0201

Æs;3 �0:0459 0:0810 �0:1010 0:0008

Æs;4 0:0930 0:0019 0:0885 0:0032

Æs;5 �0:0350 0:1351 �0:0541 0:0442

Æc;1 0:1332 0:0000 0:2482 0:0000

Æc;2 0:1334 0:0000 0:1597 0:0000

Æc;3 �0:0368 0:1084 �0:0141 0:3163

Æc;4 0:0489 0:0515 0:0794 0:0029

Æc;5 0:0734 0:0053 0:0569 0:0229

DTM Seasonalities

Æ
�

1 1:4295 0:0001

Dummy>160 1:4777 0:0000

Æ
�

s;1 �0:1383 0:1261

Æ
�

s;2 �0:1403 0:0180

Æ
�

s;3 0:0322 0:2628

Æ
�

s;4 �0:0984 0:0080

Æ
�

s;5 �0:0103 0:3785

Æ
�

c;1 0:5515 0:0000

Æ
�

c;2 �0:0931 0:0118

Æ
�

c;3 0:0350 0:1876

Æ
�

c;4 �0:0433 0:1278

Æ
�

c;5 �0:0631 0:0276

McKelvey-Zavoina's ps. R2

0:0000 0:0598 0:1874
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A.5. Twenty Tick Price Changes.

Table 7. Estimation of proportional hazard models for grouped

durations and McKelvey-Zavoina's pseudo R
2 statistic. Based on

BUND futures trading at LIFFE, London, using 20 tick price

changes. 2,159 observations. P-values based on asymptotic t-

statistics.

A B C

Variable Coe�. p-value Coe�. p-value Coe�. p-value

Thresholds

�1 �4:8359 0:0000 �4:9075 0:0000 �5:2011 0:0000

�2 �4:3339 0:0000 �4:4045 0:0000 �4:6970 0:0000

�3 �3:5626 0:0000 �3:6317 0:0000 �3:9219 0:0000

�4 �3:2186 0:0000 �3:2872 0:0000 �3:5759 0:0000

�5 �2:5963 0:0000 �2:6649 0:0000 �2:9505 0:0000

�6 �2:2190 0:0000 �2:2890 0:0000 �2:5724 0:0000

�7 �1:4524 0:0000 �1:5247 0:0000 �1:8004 0:0000

�8 �0:8864 0:0000 �0:9552 0:0000 �1:2173 0:0000

�9 �0:6409 0:0000 �0:7017 0:0000 �0:9526 0:0000

�10 �0:4990 0:0000 �0:5538 0:0000 �0:7969 0:0000

�11 �0:2324 0:0000 �0:2749 0:0000 �0:4983 0:0000

�12 �0:0198 0:2560 �0:0431 0:1134 �0:2413 0:0000

�13 0:6625 0:0000 0:7003 0:0000 0:6219 0:0000

Intraday Seasonalities

Æ1 0:9980 0:0000 0:8671 0:0000

Æs;1 0:3871 0:0000 0:2931 0:0000

Æs;2 �0:1498 0:0011 �0:1779 0:0002

Æs;3 0:0054 0:4533 �0:0570 0:1125

Æs;4 0:0848 0:0297 0:0763 0:0472

Æs;5 �0:0722 0:0489 �0:0911 0:0209

Æc;1 0:0976 0:0132 0:1796 0:0000

Æc;2 0:0878 0:0169 0:1373 0:0006

Æc;3 �0:0549 0:0954 �0:0238 0:2902

Æc;4 0:0258 0:2708 0:0054 0:4503

Æc;5 0:0694 0:0372 0:0791 0:0226

DTM Seasonalities

Æ
�

1 1:0861 0:0056

Dummy>160 1:2981 0:0000

Æ
�

s;1 �0:2239 0:0558

Æ
�

s;2 �0:1867 0:0087

Æ
�

s;3 0:0832 0:0919

Æ
�

s;4 �0:0640 0:1062

Æ
�

s;5 �0:0200 0:3180

Æ
�

c;1 0:5046 0:0000

Æ
�

c;2 �0:0888 0:0388

Æ
�

c;3 0:0113 0:4049

Æ
�

c;4 �0:0083 0:4298

Æ
�

c;5 �0:0183 0:3346

McKelvey-Zavoina's ps. R2

0:0000 0:0618 0:1824
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A.6. Baseline Survivor Function.

Table 8. Estimated baseline survivor function (S0) and condi-

tional baseline failure probabilities (��0) based on estimated thresh-

olds from table 6 and 7 columns (C).

15 ticks 20 ticks

Categories S0 ��0 S0 ��0
[0 ,2min] 0.9426 0.0573 0.9710 0.0289

(2min ,4min] 0.8900 0.0558 0.9525 0.0190

(4min ,8min] 0.7908 0.1114 0.8997 0.0553

(8min ,12min] 0.6924 0.1244 0.8613 0.0427

(12min,20min] 0.5269 0.2390 0.7565 0.1216

(20min,30min] 0.3683 0.3008 0.6655 0.1203

(30min,1h] 0.1308 0.6448 0.4143 0.3774

(1h ,2h] 0.0324 0.7521 0.2062 0.5021

(2h ,3h] 0.0127 0.6077 0.1278 0.3801

(3h ,4h] 0.0055 0.5655 0.0904 0.2928

(4h ,6h] 0.0010 0.8157 0.0391 0.5666

(6h ,8h 45min] 0.0003 0.7398 0.0151 0.6130

(8h 45min,17h 15min] 0.0000 0.9999 0.0001 0.9967

A.7. Tests on Serial Correlation.

Table 9. Test of regressions in tables 4, 5, 6, and 7 columns (A)

on misspeci�cation due to serial correlation based on generalized

residuals, lags 1-10. H0 : No serial correlation at lag i (�i). Critical

values at 1%, 5%, and 10% level: 6.635, 3.841, and 2.706.

5 Ticks 10 Ticks 15 Ticks 20 Ticks

�1 5014:7978 287:8774 19:4954 2:0592

�2 3863:1592 238:5695 6:9822 0:0949

�3 3315:2351 194:5703 17:9820 2:3695

�4 2834:9796 100:4819 4:9803 0:3619

�5 2373:9764 22:1823 1:5386 0:1235

�6 2364:4271 123:0322 2:5090 2:1324

�7 2139:8003 123:4222 2:2497 0:5721

�8 1891:9382 102:3425 4:3821 0:0306

�9 1721:7059 105:9418 6:8202 0:0498

�10 1641:0436 61:5008 0:4659 0:1612
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Table 10. Test of regressions in tables 4, 5, 6, and 7 columns (B)

on misspeci�cation due to serial correlation based on generalized

residuals, lags 1-10. H0 : No serial correlation at lag i (�i). Critical

values at 1%, 5%, and 10% level: 6.635, 3.841, and 2.706.

5 Ticks 10 Ticks 15 Ticks 20 Ticks

�1 5449:8539 62:8042 11:4721 1:2000

�2 4490:7992 79:5436 6:0358 0:7104

�3 3873:9594 90:6242 15:3474 3:6648

�4 3302:6187 37:6827 5:4397 0:0647

�5 2991:8758 0:6009 1:3601 1:5913

�6 2835:0514 29:6433 3:5423 3:7501

�7 2498:5187 60:3371 2:8869 2:0328

�8 2192:8304 48:4808 4:5630 0:6801

�9 2050:2449 33:6504 7:2355 0:1519

�10 1888:8035 20:2231 1:2183 0:0249

Table 11. Test of regressions in tables 4, 5, 6, and 7 columns (C)

on misspeci�cation due to serial correlation based on generalized

residuals, lags 1-10. H0 : No serial correlation at lag i (�i). Critical

values at 1%, 5%, and 10% level: 6.635, 3.841, and 2.706.

5 Ticks 10 Ticks 15 Ticks 20 Ticks

�1 1938:0992 3:9901 1:5625 0:0296

�2 1346:2270 9:4565 0:1713 0:0318

�3 1228:9598 23:1374 5:8314 0:3820

�4 953:7975 6:2726 0:0307 0:6073

�5 794:9280 0:2373 0:4589 0:0097

�6 873:1944 3:5244 0:0760 0:3918

�7 757:0924 6:9110 0:0590 0:2562

�8 632:6383 2:8212 0:0981 0:0144

�9 542:9378 3:3464 0:4975 0:1996

�10 506:3134 0:3862 0:0931 0:6334
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A.8. Regressions with Unobserved Heterogeneity.

Table 12. Estimation of gamma compounded proportional hazard models

for grouped durations and McKelvey-Zavoina's pseudo R2 statistic. Based on

BUND futures trading at LIFFE, London, June 1995 contract using 5, 10, 15,

and 20 tick price changes. P-values based on asymptotic t-statistics.

5 Ticks 10 Ticks 15 Ticks 20 Ticks

Variable Coe�. p-value Coe�. p-value Coe�. p-value

Thresholds

�1 �2:9795 0:0000 �4:0779 0:0000 �5:1526 0:0000 �5:5652 0:0000

�2 �2:1747 0:0000 �3:4191 0:0000 �4:4605 0:0000 �5:0511 0:0000

�3 �1:4160 0:0000 �2:7055 0:0000 �3:7404 0:0000 �4:2549 0:0000

�4 �0:9685 0:0000 �2:2722 0:0000 �3:2730 0:0000 �3:8958 0:0000

�5 �0:3934 0:0000 �1:6564 0:0000 �2:6833 0:0000 �3:2394 0:0005

�6 0:0674 0:0228 �1:2186 0:0000 �2:1999 0:0000 �2:8373 0:0000

�7 0:8410 0:0000 �0:4949 0:0000 �1:3769 0:0000 �1:9792 0:0000

�8 1:5480 0:0000 0:1737 0:0006 �0:70254 0:0000 �1:2617 0:0000

�9 1:8930 0:0000 0:5324 0:0000 �0:3679 0:0000 �0:9067 0:0000

�10 2:0576 0:0000 0:7623 0:0000 �0:1167 0:0000 �0:6891 0:0000

�11 2:2082 0:0000 1:0801 0:0000 0:3088 0:0000 �0:2506 0:0043

�12 2:2429 0:0000 1:2373 0:0000 0:5903 0:0000 0:1509 0:0978

�13 3:1898 0:0000 2:3991 0:0000 2:0837 0:0000 1:7338 0:0000

Intraday Seasonalities

Æ1 �0:0857 0:1862 1:3442 0:0000 1:8099 0:0000 1:5286 0:0000

Æs;1 0:3800 0:0000 0:8843 0:0000 0:8585 0:0000 0:6547 0:0000

Æs;2 �0:0901 0:0000 0:0213 0:2696 �0:0102 0:4311 �0:2266 0:0011

Æs;3 �0:1131 0:0003 0:0279 0:1636 �0:1369 0:0014 �0:1535 0:0127

Æs;4 0:1475 0:0000 0:0915 0:0006 0:1504 0:0006 0:1010 0:0572

Æs;5 �0:1316 0:0000 �0:1202 0:0000 �0:1296 0:0029 �0:1823 0:0052

Æc;1 �0:3363 0:0000 0:0570 0:0302 0:3250 0:0000 0:3679 0:0000

Æc;2 0:1583 0:0000 0:2348 0:0000 0:3424 0:0000 0:3197 0:0000

Æc;3 �0:0821 0:0000 0:0469 0:0384 0:0337 0:2214 �0:0405 0:2544

Æc;4 0:0918 0:0000 0:0:2102 0:0000 0:1615 0:0009 0:0665 0:1605

Æc;5 0:1275 0:0007 0:2113 0:0000 0:1316 0:0024 0:1384 0:0088

DTM Seasonalities

Æ
�

1 2:5942 0:0000 2:1565 0:0006 2:6113 0:0003 2:3147 0:0014

Dummy>160 3:0831 0:0000 2:6322 0:0000 2:2854 0:0000 2:0507 0:0000

Æ
�

s;1 �0:7091 0:0086 �0:3040 0:0190 �0:0397 0:4186 �0:1370 0:2831

Æ
�

s;2 �0:3601 0:0024 �0:2586 0:0003 �0:1541 0:0652 �0:2257 0:0369

Æ
�

s;3 �0:0406 0:1278 �0:0052 0:4618 0:0887 0:1221 0:1915 0:0285

Æ
�

s;4 �0:2904 0:0000 �0:1814 0:0000 �0:1203 0:0212 �0:0605 0:2277

Æ
�

s;5 0:0303 0:0419 0:0230 0:2257 0:0134 0:3879 0:0297 0:3287

Æ
�

c;1 1:0430 0:0000 0:7989 0:0000 0:8194 0:0000 0:7926 0:0000

Æ
�

c;2 �0:3264 0:0000 �0:1998 0:0000 �0:1411 0:0140 �0:1671 0:0185

Æ
�

c;3 0:0756 0:0193 0:0390 0:1989 0:0485 0:2132 0:0058 0:4682

Æ
�

c;4 �0:1313 0:0000 �0:0911 0:0166 �0:0656 0:1292 �0:0356 0:3128

Æ
�

c;5 �0:1780 0:0000 �0:0906 0:0037 �0:0597 0:1092 �0:0154 0:4062

Heterogeneity Variance

V [!] 0:5210 0:0000 0:5204 0:0000 0:6886 0:0000 0:9048 0:0000

McKelvey-Zavoina's ps. R2

0:2405 0:2414 0:2617 0:2524
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Appendix B. Figures
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